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Abstruct

Upon increasing the impurity concentration, a metal undergoes a phase transition to an
insulator owing to the Anderson localization. The aim of the present study is to analyze the
metal-insulator transition numerically, using the one-electron Anderson models in a random
potential and a random flux. When a wave function of the model has the form:
Y(x) ~exp(—k | x =X, ), its localization length around the localization center x, is given by
k~'. The electron is delocalized if k=0 and hence represents a metal, whereas it is
localized if k>0 and represents an insulator. Our purpose is to compute the energy
dependence of x ' for a given random potential.

Recently Hatano and Nelson suggested a new numerical algorithm of computing the
localization length x'. The algorithm is to generalize the conventional Hermitian
Hamiltonian to a non-Hermitian Hamiltonian with an imaginary vector potential g in the
kinetic term of the Hamiltonian. We can obtain the localization length by computing the
eigenvalue spectrum of the non-Hermitian Hamiltonian. In the conventional method, k' is
calculated only after computing the wave function y(x)~exp(-x1x-x,1). In the new
method, we compute only the eigenvalues of the non-Hermitian Hamiltonian.

Unfortunately, it is difficult to diagonalize large non-Hermitian matrices.

Thus we propose a new algorithm. We compute the pseudo-spectrum instead of computing
the energy spectrum. The pseudo-spectrum is a contour plot of the minimum singular value
of a non-Hermitian matrix (z- H) in the complex plain. The pseudo-spectrum approximates
the energy spectrum of the non-Hermitian matrix. This method is suitable for treating
huge sparse matrices; the code can be fully parallelized.

We applied the new algorithm to non-Hermitian Anderson models in a random potential
and in a random magnetic field. The results suggest the need of a fine tuning of the
convergence parameter.
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Abstract

Upon increasing the impurity concentration, a metal undergoes a
phase transition to an insulator owing to the Anderson localization.
The aim of the present study is to analyze the metal-insulator transi-
tion numerically, using the one-electron Anderson models in a random
potential and in a random flux. When a wave function of the model
has the form (%) ~ e "%l its localization length around the lo-
calization center ¥ is given by x~!'. The electron is delocalized if
x = 0 and hence represents a metal, whereas it is localized if k > 0
and represents an insulator.

Our purpose is to compute the energy dependence of k! for a
given random potential. Recently Hatano and Nelson suggested a new
numerical algorithm of computing the localization length x~! . The
algorithm is to generalize the conventional Hermitian Hamiltonian to
a non-Hermitian Hamiltonian with an imaginary vector potential g in
the kinetic term of the Hamiltonian. We can obtain the localization
length by computing the eigenvalue spectrum of the non-Hermitian
Hamiltonian. In the conventional method, k™! is calculated only after
computing the wave function ¥(Z) ~ e *#=%l  In the new method,
we compute only the eigenvalues of the non-Hermitian Hamiltonian.

Unfortunately, it is difficult to diagonalize large non-Hermitian
matrices. Thus we propose a new algorithm. We compute the pseu-
dospectrum instead of computing the energy spectrum. The pseu-
dospectrum is a contour plot of the minimum singular value of a
non-Hermitian matrix in the complex plain. The pseudospectrum ap-
proximates the energy spectrum of the non-Hermitian matrix. This
method is suitable for treating huge sparse matrices; the code can be
fully parallelized. We applied the new algorithm to non-Hermitian
Anderson models in a random potential and in a random magnetic
field. The results suggest the need of a fine tuning of the convergence
parameter.
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1 Introduction

Upon increasing the impurity concentrarion, a metal undergoes a phase tran-
sition to an insulator owing to the Anderson localization. The aim of the
present study is to analyze the metal-insulator transition numerically. We
use the one-electron Anderson model

252 hQ =2
H=— r) = —— r 1
o + V(Z) QmV + V(Z), (1)
where p' = (h/i)0/0z is the momentum operator and V(¥) is a random
potential. By solving the Schrodinger equation for the Hamiltonian (1), we

may have a wave function of the form

Y(T) ~ eIl (2)

Then its localization length around the localization center ¥ is given by x~ 1.

The electron is delocalized if kK = 0 and hence represents a metal, whereas it
is localized if k > 0 and represents an insulator. Our purpose is to compute
the energy dependence of  for a given random potential V' (Z).

In the present thesis, we develop a new numerical algorithm of computing
the inverse localization length . In Sec.2, we review a method of obtaining
the localization length using a non-Hermitian Hamiltonian. In Sec.3, we
investigate the eigenspectrum of the ladder Anderson models in an imaginary
vector potential. In Sec.4, we introduce our new algorithm of computing an
aproximate eigenspectrum of non-Hermitian matrices, from which we wish
to estimate the localization length x of the Hermitian Anderson model.



2 Non-Hermitian Hamiltonian and Compu-
tation of the Localization Length

In the present section, we review a recently introduced method of estimating
the localization length of the Anderson model. We also show a numerical
example for the one-dimensional lattice Anderson model.

2.1 Imaginary Vector Potential

It was recently shown [1, 2] that the eigenvalue spectrum of the non-Hermitian
generalization of (1),

go— Pr ;’?2 + V()
= (V- g+ V(@ Q

yields & of the Hermitian Hamiltonian (1). Here we refer to the field g as
the imaginary vector potential. This method of computing the localization
length is of recent interest as a very different method from the conventional
one; In the conventional method, the inverse localization k is calculated
directly from (2) after computing the wave function.

Let us review the new method briefly. Consider first an eigenstate 1y (Z)
for § = 0. The Hamiltonian in this case is Hermitian, and hence the corre-
sponding eigenvalue ¢ is real. Focusing on this particular state, we switch
on the imaginary vector potential § and gradually increase it. The following
three properties were shown [1, 2|:

1. There is a critical point |g] = g., where the eigenstate gets delocalized
in a novel, non-Hermitian way;

2. The value of the critical point g. is equal to hix of the Hermitian An-
derson model (1);

3. Below the critical point, the corresponding eigenvalue is fixed to e,
while above it, the eigenvalue is generally complex and dependent on
the imaginary vector potential g.

Using these properties, we can estimate x from g., when the eigenvalue begins
to move in the complex energy plane. We explain in this section the above
properties and the method of calculating x.



2.2 Non-Hermitian Gauge transformation

In order to show the above three properties, we use the gauge transformation.
Suppose that we solve the eigenvalue problem without the imaginary vector
potential and obtain the wave function

Y(T;0) ~ e, (4)

Now we introduce a constant imaginary vector potential g. If it were a
usual, real vector potential A, we should be able to gauge it out. That is,
the eigenfunction is given by

—, .

V(@ A) = (7 0) (5)
and the eigenvalue remains the same:
e(A) = (0). (6)

Applying the same argument, the eigenfunction for the imaginary vector
potential may be given by

(@ §) = eF (& 0) ~ F T, (7)
whereas the eigenvalue may remain the same and is a real number,

£(g) = (0) (8)

For g = |g|] > hr, however, the function (7) is diverging and cannot be an
eigenfunction. Thus the eigenfunction changes and the eigenvalue generally
becomes complex.

When g = 0, all eigenvalues are real because the Hamiltonian is Hermi-
tian. As we increase g, the eigenfunction gets delocalized at a certain point
ge, which is equal to hik as can be seen in (7). The relation between the
eigenvalue and the eigenfunction is:

Stlay

1. The eigenfunction is localized if its eigenvalue is a real number;

2. The eigenfunction is delocalized if its eigenvalue is a complex number.

Thus, the change of the eigenvalue from real to complex indicates the critical
point g., from which we can estimate the inverse localization length s of
the original eigenfunction. In other words, We can know how strongly the
engenfunction was localized at the beginning by measuring the critical value

Je-



2.3 One-dimentional lattice model

We here show a numerical example [1] by using a one-dimensional lattice
version of the non-Hermitian Hamiltonian (3). The Hamiltonian is given
by [1, 2]

H:;E(ewﬂ @+ a) (x] +e79" |z) (z+al) +Vz], (9)

where g is again the imaginary vector potential, a is the lattice constant, and
V. is a site random potential with a box distribution in the range [—t,t]. The
complex energy spectrum is shown in Fig. 1. Using the above method, we

can evaluate the energy dependence of the inverse localization length x as in
Fig. 2.



.05

".2-15-1-050 05 1 1.5 2
Re €(Q)

Figure 1: The complex energy spectrum of the Hamiltonian (9) for various
values of the imaginary vector potential g. The system size is L = 500. Each
symbol indicates an eigenvalue. For explanatory purposes, we shifted the
real axis upwards for g > 0.
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Figure 2: The energy dependence of the inverse localization length x of the
one-dimensional Hermitian Anderson model (9) with ¢ = 0. The result is
obtained from the data in Fig. 1.



3 Ladder Anderson Models

In the present section, we define the ladder Anderson model in a random on-
site potential and that in a random magnetic flux. In light of the method of
estimating the localization length reviewed in Sec. 2, we investigate the eigen-
spectrum of the ladder models with an imaginary vector potential. These
models show interesting features of the eigenvalues.

3.1 Ladder Model in a Random On-Site Potential

We analyze a ladder model in a random on-site potential, given by

Nleg A]\'/vlegf1

Hy(g) = ZHH* Z H;j, (10)
i=1 i=1

where H; is the non-Hermitian Anderson Hamiltonian for the leg ¢ of the
ladder,

LIt
e ;li(ew 53} (@ + Ll + 7" o + 134) (a34]) + V] )

while H; ;1 is the hopping term between the two legs ¢ and i + 1,

L
Huoss = X2 g i+ ) ol ) s+ 1)) 12
=1
We make V,, random with a box distribution in the range [—t,]. Note that
the imaginary vector potential ¢ is included in (11) only.

We computed numerically the complex energy spectrum of the Hamilto-
nian of the Hamiltonian (10) by the Householder method. Each spectrum in
Fig 3 is composed of Ny, branches of similar sizes shifted horizontally. This
means that the Hermitian limit of the ladder Anderson model has several

branches of k(e) shifted holizontally with each branch similar to the one in
Fig.1.

10
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Figure 3: The energy spectrum of the ladder model in a random on-site
potential of the Hamiltonian (10) for g = 0.8: (a) The number of legs Ny, =
2, L = 500; (b) Nieg = 3, L = 300; (c) Nieg = 4, L = 250; (d) Niegs = 5,
L = 200.
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3.2 Ladder Model in a Random Magnetic Field

The Anderson localization was originally considerd as problems in a ran-
dom on-site potential. We can extend the argument to problems in random
magnetic fields.

The magnetic field B is related to the vector potential A as

B =rot A, (13)

A random magnetic field is thus genereted by a random vector potential. In
the present paper, we analyze a ladder model with a random vector potential,

given by
Nleg Nleg -1

Ha(g)=>_ Hi+ > H;, (14)
i—1 =1

where H; is the non-Hermitian Anderson Hamiltonian for the leg ¢ of the

ladder,
LTe, . A
H =Y li (0= 907 |g:4) (w4 1] + e~ (A=497 |3 4 154) (a il)], (15)
=1
while H; ;11 is the hopping term between the two legs ¢ and i + 1,

L
t, ., 4
Hi,i+1 = Z li (eZAz;i,i+1$ |l‘; i+ 1) <x; ’L‘ + e*ZAz;i,iJﬁl:E |x; ’L) <£L‘; i+ 1‘)] ) (16)

r=1

Here A,.; is a vector potential on the leg ¢ and A,,; ;41 is a vector potential
between the legs i and 7 + 1. We make them random with a box distribution
in the range [—m, |. Note that the imaginary vector potential g is included
in (15) only.

We also computed the complex energy spectrum of the Hamiltonian (14)
numerically by the Householder method. See Figs. 4 and 5. In contrast to
Fig. 3, each spectrum is composed of N, shells of different sizes but of the
same center. This means that the Hermitian limit of the ladder Anderson
model (14) has several branches of (), each of which is similar to the one
in Fig. 2 but with a different band width.

It was recently suggested that the nature of the localization is different
from the ladders with even number of legs to those with odd number of legs.
We wish to check the difference between odd and even legs. However, the
tractable system size becomes small as the number of legs are increased. As

12
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Figure 4: The energy spectrum of the ladder model in a random magnetic
field of the Hamiltonian (14) for g = 0.4: (a) The number of legs Nz = 2,
L =500; (b) Nieg = 3, L = 300; (c) Nieg =4, L = 250; (d) Neg = 5, L = 200.
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Figure 5: The energy spectrum of the ladder model in a random magnetic
field of the Hamiltonian (14) for ¢ = 0.8: (a) Number of legs Nz = 2,
L = 500; (b) Nieg = 3, L = 300; (¢) Nieg = 4, L = 250; (d) Neg = 5,
L = 200.
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far as we use the Householder algorithm to diagonalize the non-Hermitian
Hamiltonians, the maximum ladder length L that we can treat is around
200 for N = 5. The spectrum becomes fuzzy as L decreases and it is
hard to investigate the even-odd difference. This is one of our motivations
of developing a new algorithm for large non-Hermiatian matrices, which we
introduce in the next section.

15



4 Pseudospectrum of Non-Hermitian Models

The non-Hermitian method of computing the localization length, explained in
Sec. 2, involves diagonalizing the non-Hermitian matrices (9), (10) and (14).
In Figs. 1, 3, 4 and 5, we used the Householder method for the diagonalization
of the asymmetric matrices [1]. Unfortunately, it is not an easy task to
compute the eigenvalue spectrum of larger non-Hermitian matrices. The
Householder method needs the working area of the order of N2, where N is
the matrix dimension. The Lanczos method, an efficient O(N) method for
sparse Hermitian matrices, is generally unstable for non-Hermitian matrices.
To resolve this dilemma is the main point of the present section.

4.1 Pseudospectrum

Trefthen [3, 4] recently pointed out that the so-called pseudospectrum of the
Hamiltonian matrix (9) is more suitable for the study of localization than the
spectrum. There are several equivalent definitions of the pseudospectrum.
One that can be physically interpreted is the following [4]:

Definition 1: For any £ > 0, the e-pseudospectrum A (H) of
a matrix H is the set of the eigenvalues z € C of H 4+ A for some
matrix A with ||A|| <e.

In other words, the pseudospectrum is the spectrum of the matrix H with a
small perturbation A. This reminds us of a well-known criterion of localized
and delocalized states. According to Thouless [5, 6, 7], one can determine
whether a state is localized or not by inspecting its sensitivity to the bound-
ary conditions: If the eigenvalue of the state is sensitive to a twist of the
boundary conditions, it is a delocalized state; If insensitive, it is a localized
state. The above definition of the pseudospectrum is a quantification (and
generalization) of the Thouless criterion. Trefthen demonstrated that, al-
though every state of a Hermitian Hamiltonian has a real eigenvalue, some
eigenvalues of a slightly perturbed Hamiltonian may be complex, thus re-
vealing their delocalized nature.

Here we introduce an O(N) method of computing the pseudospectrum
of large sparse non-Hermitian matrices. The code can be fully parallelized.

16



For the formulation of our algorithm, we use another definition of the pseu-
dospectrum [4]:

Definition 2: For any ¢ > 0, the e-pseudospectrum A (H) of a
matrix H is the set of the numbers z € C satisfying o (2—H) <
E.

Here o, denotes the minimum singular value. In other words, the pseu-
dospectrum is the contour plot (with the contour height ) of the minimum
singular value of the non-Hermitian matrix z — H in the complex z plain.

Our new algorithm produces the contour plot by computing the minimum
eigenvalue of the Hermitian matrix H = (z — H)f(z — H), which gives the
minimum singular value in the form

Omin — )\min (H) . (17)

The minimum eigenvalue of a large Hermitian matrix is accurately obtained
by the Lanczos method, an O(N) method (See Appendix A).

17
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Figure 6: The pseudospectrum oy, (z— H) of the Hamiltonian (9) for various
values of g: (a) ¢ = 0.0; (b) g =0.2; (¢c) g = 0.4; (d) g = 0.6; (e) g = 0.8.
The system size is L = 10000.
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4.2 Pseudospectrum of the Anderson Model

Using the above algorithm, we first computed the pseudospctrum of the one-
dimentional lattice Anderson Hamiltonian (9). Our numerical results are
shown in Fig. 6. The system size is L = 10000. We can compare these
pseudospectra with the energy spectra in Fig. 1 for L = 500.

Let us compare in more details the eigenspectrum and the pseudospec-
trum. We put together the spectrum and the pseudospectrum for g = 0.7 in
Fig. 6(a) and Fig. 6(b). In Fig. 6(c) and (d), we superimposed the spectrum
and the pseudospectum. In Fig. 6(c), the pseudospectrum has fuzziness of
about 0.05 around the mobility edge. In other parts, we see the fuzziness of
about 0.02 as shown in Fig. 6(a). In order to suppress the fuzziness, we need
to increase the accuracy of the Lanczos method and to make the mesh on
the z plain finer.

In plotting the pseudospactrum in Fig. 6(b), we put the contour height
e = 0.0092, since the pseudospectrum with this value approximates the spec-
trum best for g = 0.7. We find that the best value of £ depends on the imag-
inary vector potential g. As the imaginary vector potential g is increased,
we must increase € to approximate the spectrum best.

19
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Figure 6: Comparing the eigenspectrum and the pseudospectrum of the
Hamiltonian (9) for ¢ = 0.7: (a) The eigenspectrum for g = 0.7; (b) The
pseudospectrum for g = 0.7 (the contour plot at ¢ = 0.0092); (¢) A magni-
fied plot of (a) and (b) around the mobility edge; (d) A magnified plot of
(a) and (b) near the top of the spectrum. In (c¢) and (d), the crosses are the
eigenvalues and the lines are the contour lines.
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Figure 7: The contour plot of the pseudospectrum of two-leg the ladder
model in a random potential for g = 0.8: (a) omim(z — H) < e = 0.0110; (b)
e < 0.0155.

4.3 Pseudo spectrum of the Ladder Models in a Ran-
dom On-Site Potential

As is shown in Fig. 3, the spectra of the non-Hermitian ladder models are
in a random on-site potential Nfold. The question here is how to observe
this structure in the corresponding pseudospectra. We show in Figs. 7-10
the contour plots of the pseudospectrum with the contour height e varied.
In each figure, there is one value of ¢ for which we can see an approximate
shape of the energy spectrum.

21
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Figure 8: The contour plot of the pseudospectrum of the three-leg ladder
model in a random potential for g = 0.8. (a) omin(z — H) < e = 0.0124; (b)
e =0.0135; (c¢) € = 0.0165.
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Figure 9: The contour plot of the pseudospectrum of the four-leg ladder
model in a random potential for g = 0.8. (a) omim(z — H) < e = 0.0020; (b)
e = 0.0035; (c¢) € = 0.0080.
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Figure 10: The contour plot of the pseudospectrum of the five-leg ladder
model in a random potential for g = 0.8. (a) omin(z — H) < e = 0.004; (b)

e = 0.005; (c) & = 0.010; (d) & = 0.015.
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Figure 11: The contour plot of the pseudospectrum of two-leg the ladder
model in a random flux for ¢ = 0.4: (a) omm(z — H) < € = 0.0079; (b)
e <0.0099;

4.4 Pseudospectrum of the Ladder Models in a Ran-
dom Magnetic Field

As is shown in Figs. 4 and 5, the spectra of the non-Hermitian ladder models
in a random magneticfield are Nj.-fold. We show in Figs. 11-14 the same
plots as in Figs. 7-10 but for the random-field model. =~ From these results,
we find in this model, that the closer to the band center a branch of the
spectrum is, the lower the contour height € must be.

In Fig. 14, the inner structure of the pseudospectrum is quite fuzzy. This
is presumably because the ladder length is as small as L = 2000. We have
to compute larger matrices to see the pseudospectrum more accurately.

Unfortunately, to date, we could not analyze the psuedospectrum accu-
rately. We expect, however, that the psuedospectrum is useful in analyzing
the energy spectrum of large non-Hermitian matrices, and thereby in esti-
mating the localization length of the Hermitian Anderson model.
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Figure 12: The contour plot of the pseudospectrum of the three-leg ladder
model in a random flux for ¢ = 0.4. (a) omin(z — H) < & = 0.0058; (b)
e = 0.0069; (c) € = 0.0077; (d) e = 0.0100; (e) e = 0.0112.
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Figure 13: The contour plot of the pseudospectrum of the four-leg ladder
model in a random flux for g = 0.4. (a) omin(z — H) < ¢ = 0.0062; (b)
e = 0.0070; (c) e = 0.0076; (d) € = 0.0092; (e) € = 0.0108; (f) ¢ = 0.0117.
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Figure 14: The contour plot of the pseudospectrum of the five-leg ladder
model in a random flux for ¢ = 0.4. (a) omin(z — H) < € = 0.0062; (b)

(f)

1

Re.z

e = 0.0072; (c) £ = 0.0087; (d) & = 0.0105; (c) £ = 0.0116; (f) £ = 0.0132.
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5 Summary

We studied various Anderson models in one dimension by using the technique
of the non-Hermitian Hamiltonian. We can compute the inverse localization
length s directry from the eigenspectrum of non-Hermitian Hamiltonian.
However, it is difficult to compute the eigenspectrum of large non-Hermitian
matrices. Hence we proposed the new algorithm of computing the pseu-
dospectrum which approximates the eigenspectrum of non-Hermitian Hamil-
tonian. We thereby observed the difference between the eigenspectrum of
the model in a random on-site potential and the model in a random flux.
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A Lanczos Method

In the present study, we diagonalize Hermitian matrices to compute the mini-
mum singular value of non-Hermitian matrices. In this Appendix, we explain
the Lanczos method of tridiagonalizing Hermitian matrices, which we use in
the process of the diagonalization. It is relatively difficulut to diagonalize
a matrix directly, so that we tridiagonalize it first. It is much easier to
diagonalize the matrix that was tridiagonalized by the Lanczos method.

The Lanczos method involves partial tridiagonalizations of a given Her-
mitian matrix A. The full submatrices are eventually generated. However,
information about the extremal eigenvalues of A tends to emerge long begore
the tridiagonalization is complete. This makes the Lanczos algorithm partic-
ularly useful in situations where a few of the largest or smallest eigenvalues
of A are desired.

Consider an N x N Hermitian matrix A. We tridiagonalize it using some
O(N) vectors. We suppose that the matrix A is tridiagonalized to the matrix

(05] ﬁl 0 0 0
51 (%) 52 0 0
Thr=1 0 B . . 0 ; (18)

0 0 v ag1 Be
0 0 0 Br1

using a matrix Qy,

QLAQ = Ty, (19)
where () is given by
Qr = (41243 -+ Gk) (20)
with an orthonormal set of vectors
@' = 6. (21)
From Eq. (19), we have
AQy = QxTy. (22)
Thus we find
AG; = Bic1Gio1 + G + Bidiga, (23)
or 1
Giv1 = E (AGi — Bi1Gi1 — i) - (24)
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We notice that we can generate the vector ¢, from the vectors ¢;_; and
¢, simply by multiplying the matrix A to the vector ¢;. This is an O(N)
operation, which is the key point of the Lanczos method.

The computation of the tridiagonal matrix T} proceeds as follows. First,
we compute the diagonal elements oy from (23) as

TAG = Bia@G+add+3ddmnm

=  Qy, (25)
; : - - -
since we have the orthogonomality ¢ ¢-1 =0, ¢¢ =1, ¢¢w1 =0
Thereby, we have
o = G AG (26)
Second, the vector (24) must be a unit vector:
— 1 — = — —
1= |G| = E|ACJ@‘ — Bic1Gi-1 — il (27)

Thus we can compute the subdiagonal factors (3, as
Bi = |AG; — Bi-1Gi1 — gyl (28)

Computing the elements a; and [; one by one, we can construct the tridiag-
onalized matrix (18).
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