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If the incident energy of an electron is equal to a resonant level, the
electron is trapped for a while in a quantum dot. This phenomenon can be
viewed as a kind of resonant scattering. The wave function of the resonant
state is a divergent function if we treat this type of scattering phenomena
as a stationary-state problem of an open system and hence numerical
computing is very difficult.

We propose the use of a novel type of non-Hermitian Hamiltonian for
calculating the resonant wave functions and corresponding complex
energy eigenvalues concretely. The method of complex scaling has been
conventionally used. However, there is a limitation in its applicability. In
contrast, the present method of the imaginary gauge transformation is
general and can be applicable to extensive problems.

In the present study, we treat two types of the potential, a one-
dimensional square well and a combination of two Gaussian functions. In
the former problem, we obtained the resonant wave functions and its
lifetime by solving the Schrodinger equation under an appropriate
boundary conditions without the help of the imaginary gauge
transformation. In the latter problem, we obtained the resonant energy and
the lifetime directly as complex eigenvalues of a non-Hermitian matrix.
We claim that the imaginary gauge transformation provides a unique way
of defining resonant states.
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Abstract

If the incident energy of an electron is equal to a resonant level, the
electron is trapped for a while in a quantum dot. This phenomenon
can be viewed as a kind of resonant scattering. The wave function
of the resonant state is a divergent function if we treat this type of
scattering phenomena as a stationary-state problem of an open system
and hence numerical computing is very difficult.

We propose the use of a novel type of non-Hermitian Hamiltonian
for calculating the resonant wave functions and corresponding com-
plex energy eigenvalues concretely. The method of complex scaling
has been conventionally used. However, there is a limitation in its
applicability. In contrast, the present method of the imaginary gauge
transformation is general and can be applicable to extensive problems.

In the present study, we treat two types of the potential, a one-
dimensional square well and a combination of two Gaussian functions.
In the former problem, we obtained the resonant wave functions and
its lifetime by solving the Schrédinger equation under an appropriate
boundary conditions without the help of the imaginary gauge trans-
formation. In the latter problem, we obtained the resonant energy
and the lifetime directly as complex eigenvalues of a non-Hermitian
matrix. We claim that the imaginary gauge transformation provides
a unique way of defining resonant states.
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1 Introduction

Resonant scattering is one of the most interesting phenomena in quantum
physics. A well-known example is the Ramsauer-Townsent effect, which gives
anomalously large transmission in the scattering of low-energy electrons. Res-
onant behavior can also emerge when a photon is scattered by an atom in its
ground state if the incident energy of the photon is equal to the excitation
energy of the atom. In this case, the scattering amplitude shows a very sharp
peak.

In fact, the resonance is an intrinsic feature of general open quantum sys-
tems. In recent years, the conduction properties of mesoscopic systems have
been studied both theoretically and experimentally [1,2]. Among others,
in ballistic transport regime, the effects of the resonance are actually ob-
served [3,4]. This phenomenan is known as resonance trapping. The energy
dependence of the conductance is strongly affected by this effect. However,
a general theory that can clarify how the resonance contributes to the con-
ductance has not been constructed yet. The crucial difficulty lies in the
treatment of the open systems.

The Hamiltonian of an open quantum system is fundamentally non-
Hermitian because the probability density does not need to be conserved.
Many theoretical studies of non-Hermitian systems have been made in the
framework of different models. In particular, the computation of the reso-
nant states is performed by the method of complex scaling, mainly in the
context of nuclear physics [5, 6].

In the present thesis, we propose the use of a new type of non-Hermitian
Hamiltonian for the measurement of the location and width of resonant
states. This Hamiltonian contains an imaginary vector potential, which plays
a very important role in separating the resonant states from the continuum of
the scattering states. In addition, in contrast to the optical model, this model
precisely reflects the actual scalar potential. The imaginary vector potential
was introduced originally in the study of the Anderson localization and has
made rapid progress in this field [7—10], whereas it has been hardly used in
the study of open quantum systems including mesoscopic systems [11].

In Sec. 2, the physical meaning of the non-Hermiticity is briefly reviewed.
We emphasize the importance of boundary conditions. Sec. 3 shows a simple
example of resonant scattering. The numerical results are also presented. In
Sec. 4, a general theory of the imaginary gauge transformation is formulated.
This theory provides a unique way of defining the resonant states. In Sec. 5,



the imaginary gauge transformation is applied to a one-dimensional system
and the numerical results are discussed. Finally in Sec. 6, concluding remarks
are given.

2 Non-Hermiticity of Hamiltonian

In the present section, we review how the Hermiticity of the Hamiltonian de-
pends on boundary conditions. The physical meaning of the complex eigen-
values is mentioned as well.

2.1 Boundary Condition for Open Quantum Systems
The usual time-independent Hamiltonian describing stationary states is given
by
e,
- \% 2.1
M=V 4 V(x), (2.)
where the potential V'(x) is real. Whether this Hamiltonian is Hermitian or

not depends on boundary conditions imposed on its eigenfunctions.
If ‘H is Hermitian, the following equality must hold for an arbitrary state

P(x):

[ o roax = [ (o) odx. (2.2)
Here the integration is done over the entire region that we are interested in.
This is none other than the definition of the Hermitian operator. Of course,

the eigenvalues must be real in this case. Using the identity for arbitrary
scalar fields f and vector fields A,

V. (fA)=A Vf+fV-A, (2.3)

we rewrite Eq. (2.2) as follows:

/ V- (¢*Vé — ¢VeH)dx = 0. (2.4)

From Gauss’s theorem, we can convert this volume integral to the surface
integral,

(66— ¢vg")-as =, (2.5)



where S denotes a closed surface enclosing the sufficiently large region and dS
is the surface element vector. Therefore, the Hermiticity (2.2) is equivalent to
the boundary condition (2.5). Actually, this condition holds in most cases.
For this reason, the Hamiltonian (2.1) is generally treated as a Hermitian
operator.

In the following, we consider a one-dimensional space, in paticular. If
we define all wave functions {¢(z)} within a large box of length L, the
Hermiticity condition (2.5) can be written in the form

« 7L/2
lim [¢*@ _4 qﬁ] =0. (2.6)

L—oo dx dx —L)2

Needless to say, for bound states, the condition (2.6) holds obviously because
its boundary condition is ¢(0c0) = ¢(—o00) = 0. Moreover, for a free particle
with the periodic boundary condition ¢(z) = ¢(z + L), the condition (2.6)
holds as well. Let us also consider the important boundary condition that is
used frequently in scattering problem:

P(x) ~ e 4 Reike as T — —o00, (2.7)

and A
P(z) ~ Tek® as x — 09, (2.8)

where R and T are the reflection and transmission coefficient respectively
and the wave number £ is assumed to be real. If the scattering potential is
localized near x = 0, we can prove the Hermiticity of the Hamiltonian (2.1).
Consequently, under all these three types of boundary conditions, which
appear commonly in quantum mechanics, the Hamiltonian (2.1) should be
Hermitian.

However, if we remove the incident wave e"** from the boundary condi-
tion (2.7), the Hermiticity condition (2.6) does not hold any longer. There-
fore, when we adopt the boundary condition

ikx

p(z) ~ el as |z| — oo, (2.9)

the Hamiltonian (2.1) is non-Hermitian. This boundary condition is appro-
priate for describing a scattering state in an open quantum system, since this
well expresses the situation that an incident particle eventually goes through
the potential barriers.



2.2 Physical Meaning of the Complex Energy Eigen-
values

Because of the non-Hermiticiy, the energy eigenvalues E are generally com-
plex under the boundary condition (2.9). Furthermore, the correspond-
ing eigenfunctions are not square-integrable. Assuming that the relation
E = h?k?/2m is valid far away from the scattering potential, the wave num-
ber k must be also complex. Let us write the complex energy and the complex
wave number as

r
EFE = E,.— ZE, (2.10)
kE = k,—1, (2.11)
where E,., I', k., and v are related to each other as follows:
R (k2 — o
B = Mk =) (2.12)
2m
and )
2h°k,
= T (2.13)
m
Then we have the wave function
x) ~ eitrleilel (2.14)

which is diverging as |x| — oco. Conversely, if we allow divergent functions
as solutions of the Schrodinger equation, the corresponding eigenvalues are
generally complex as we explained in Sec. 2.1.

The real part of the energy, (2.12), gives the resonant level. Substituting

Eq. (2.10) in the time-dependent factor of the stationary state e /" we
have the wave function of the energy eigenstate in the form
Dp(z,t) = gp(x)e Ert/he T2 (2.15)

By taking the squared magnitude of the both sides of Eq. (2.15), we obtain
the probability density

(2, 1)* = |pp(x)?e M. (2.16)

Thus the quantity #/T" yields the lifetime of the eigenstate corresponding to
the eigenvalue E. The lifetime is infinite if the Hamiltonian is Hermitian,
ie. if ' =0.



3 A Simple Problem of Resonant Scattering

In the present section, we restrict ourselves to one of the simplest models that
causes resonant scattering, namely scattering due to a square-well potential.
This model is also one of the rare solvable examples without the help of the
imaginary gauge transformation, which we will formulate in the next section.

3.1 Square-Well Potential
We consider a finite potential well given by (Fig. 1)

V(X)

-a
a X
-Vo
Figure 1: The square-well potential.
0 (r < —a),
V(iz)=<S -V (—a<z<a), (3.1)
0 (a < ),

with Vi > 0. In this model, transmission resonance occurs when the incident
energy is equal to
n?m’h?

8ma?

Eres = _VE) + (TL = 1a 27 3a e ')7 (32)

as long as Eq (3.2) has a positive value.

7



In the following, we solve the Schrédinger equation

d*p(z)  2m B
g2 T ?[E —V(x)]Y(x) =0 (3.3)

with the potential (3.1) under the boundary condition (2.9), which allows
resonant states. In fact, we can obtain not only the resonant states but also
the bound states. As usual, we introduce the parameters

2mFE
]{]2 == 7, (34)
and o E 4 Vi
K2 = w (3.5)

However, both k£ and x are complex in general, since we wish to obtain the
resonant states, which are characterized by complex energy eigenvalues F.
Hence we write

= k, —1iv, (3.6)
K = Kp—1A,

where k., v, Kk and X\ are real.
Using these parameters, we can write down the solution in each region of
the potential (3.1) immediately as follows:

Aeike (x < —a),
Y(xr) =4 Be"™ +Ce ™  (—a<x<a), (3.8)
Detke (a < x),

where A, B, C' and D are in general complex coefficients. Then we require
the conditions that the wave functions and its first derivatives are continuous
at x = +a. Because of the symmetry V(—z) = V(x), we expect solutions of
a definite parity. Therefore it is sufficient to apply the matching conditions
to the solutions and its derivatives only at = a. Thus we obtain

Deika — Bema 4 Cefi/ia’ (39)

ikDe*® = ik Be™™™ — ikCe ", (3.10)

Now let us examine even solutions and odd solutions separately.



Even solutions: In this case, we can set A = D and B = C. Thus we

rewrite Egs. (3.9) and (3.10) as follows:
ae® = 2 cos(ka),

ikae®® = —2ksin(ka),

where o« = A/B. From the above equations, we obtain
ik = —k tan(ka).

On the other hand, we obtain from (3.4) and (3.5), the relation

Let us introduce the dimensionless parameters

§ = ka,

n = Ka.

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)
(3.16)

Using these parameters, Eqgs. (3.13) and (3.14) can be rewritten in the form:

i§ = —ntanmn,
712 - 52 = P2>
where
,  2mVpa?
p = h2 °
Eliminating the variable £, we obtain
n = £pcosn.

Now let us write the complex variable 7 explicitly as

n=p =1,
where

Y aky,

vV o= a\

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)



Equating the real parts and the imaginary parts of the both sides of Eq. (3.20)
respectively, we obtain a set of simultaneous equations

i = =pcospcoshur, (3.24)
v = Fpsinpusinhwv. (3.25)

Although we cannot proceed to solve this equation analytically any longer,
the desired energy eigenvalues can be obtained numerically. If we plot the

function
— cosh™t [ —F 3.26
vV = CoS < 5 cos,u) , (3.26)

and Eq. (3.25) as functions of u, the intersections of these curves (Fig. 2)
determine the eigenvalues from (3.5) as

.
E=-Vy+ p_gw —iv)?, (3.27)

for a given p. Thus Eq. (3.27) yields the resonant level and the inverse lifetime
respectively:

”

E, = —Vo+p—§(u2—v2), (3.28)
4V,

r - % (3.29)
p

To obtain the wave functions for > |a|, we must also determine the
complex wave number k. From Eq. (3.17), we can calculate k, and ~ as
follows:

vsin(2u) + psinh(2v)
~ cos(2u) + cosh(2v)

: (3.30)

vsinh(2v) — psin(2p)
= ) 31
“ cos(2p) + cosh(2v) (3:31)

For simplicity of the calculation, we write, using Eq. (3.11),

A = 2cos(ka), (3.32)
B = e (3.33)

10
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4 6 8 10 12 14

v

Figure 2: Equations (3.24) and (3.25). The intersections indicate the location
of discrete complex eigenvalues for even solutions in squre well (p = 4 and
T < pu<5m).

Thus the even wave function in the region of x > a, (z) = Ae’*®, is written
in the form

Rey(z) = 2[cos(k,a)cosh(Aa) cos(k,.z)
— sin(k,a) sinh(\a) sin(k,x)]e’®, (3.34)

Imy(z) = 2[cos(kra)cosh(Aa)sin(k,x)
+ sin(k,a) sinh(Aa) cos(k,x)]e™™. (3.35)

whereas in the region of x < |a|, the wave function ¢ (z) = 2B cos(kx) can
be written as follows:

Rey(x) = 2€"[cos(k,a) cos(k,z) cosh(Ax)
— sin(k,a) sin(k,x) sinh(Az)], (3.36)

Imy(z) = 2e"[cos(k,a)sin(k,x)sinh(\x)
+ sin(k,a) cos(k,x) cosh(A\zx)]. (3.37)

11



Odd solutions: We can also obtain the odd solutions by following the same
procedure for calculating the even solutions except for setting A = —D and
B = —C. In this case, Egs. (3.9) and (3.10) are written in the form

—ae™* = 2isin(ka), (3.38)
—kae™ = 25 cos(ka). (3.39)
Thus Eq. (3.17) is changed into
i& = ncotn. (3.40)
Substituting this equation in the relation (3.18) yields
n = tpsinn. (3.41)

The simultaneous equations corresponding to Egs. (3.24) and (3.25) are ob-
tained as follows:

i = *psinpcoshv, (3.42)
v = Zpcospsinhv. (3.43)

Once we know the solutions of the above equations numerically (Fig. 3),
from Eq. (3.40), we can determine k, and v as

_ psinh(2v) — vsin(2u)

aky = cosh(2v) — cos(2u) (3:44)

_ vsinh(2v) + psin(2u)
~ cosh(2v) — cos(2p)
As we mentioned above, the energy eigenvalues are given by Eq. (3.27).
Furthermore, the wave functions can be obtained from Eq. (3.38) by setting

(3.45)

A = —2isin(ka), (3.46)
B = ¢ (3.47)

The odd solution for x > a is given by

Rey(x) = 2[cos(k,a)sinh(Aa) cos(k,z)
— sin(k,a) cosh(Aa) sin(k,x)]e™, (3.48)

12
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Figure 3: Equations (3.42) and (3.43). The intersections indicate the location
of discrete complex eigenvalues for odd solutions in squre well (p = 4 and
T < pu<5m).

Imy(z) = 2[cos(k.a)sinh(\a)sin(k,z)
+ sin(k,a) cosh(Aa) cos(k,x)]e’™. (3.49)

On the other hand, the solution for x < |a|, ¥(x) = 2iBsin(kx), is written
in the form

Rey(x) = 2€"[cos(k,a) cos(k,z)sinh(A\x)
— sin(k,a) sin(k,x) cosh(Ax)], (3.50)

Imy(z) = 2e"[cos(k,a)sin(k,x) cosh(A\x)
+ sin(k,a) cos(k,x) sinh(Ax)]. (3.51)

3.2 Numerical Results

Choosing the unit of #?/2m = 1, we obtained the resonance solutions nu-
merically for the special case p = 4, Vy = 4 and a = 2. The results of the

13



first eight solutions are summarized in Table 1. The agreement between the
estimates | F'| and the theoretical value (3.2) of the resonant level E,.; is fairly
good, although there seems to be no simple reason why it should be so. The
divergent wave functions are also exemplified in Fig. 4.

14



n| Eye E, I/2 - |E|

3 | 1.5517 || 0.9259  1.2142 0.41179  1.5269

4 | 5.8696 || 4.9552 3.0594 0.16343  5.8236

5 | 11.4213 || 10.2560 4.9354  0.10131 11.3817

6 | 18.2066 | 16.8183 6.9276 0.072175 18.1892

7 | 26.2257 || 24.6361  9.0328  0.055354 26.2398

8 | 35.4784 | 33.7049 11.2404 0.044482 35.5298

9 | 45.9649 | 44.0217 13.5401 0.036927 46.0570

10 | 57.6850 || 55.5842 15.9228 0.031402 57.8199

Table 1: Results of the square-well potential. Theoretical values F,.s are
obtained from Eq. (3.2).

15
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Regi(x), Imy(x)

Figure 4: The resonant wave functions. The solid line and the broken line
indicate the real part and the imaginary part of the solution respectively.
(a) Even solutions with the eigenvalue E' = 16.8183 —i6.9276. (b) Odd solu-
tions with £ = 24.6361 — ¢9.0328.
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4 Imaginary Gauge Transformation

In the present section, the general formulation of the imaginary gauge trans-
formation is proposed. By means of this transformation, the usual Hamilto-
nians are converted to non-Hermitian operators. We can thereby expand the
region of the convergent solutions.

4.1 The General Formulation

First, we consider the standard one-body Hermitian Hamiltonian in the d-
dimensional continuum space,

Hy = p_m +V(x), (4.1)

where p = (7/i)V is the momentum operator and V' (x) is a potential. What
to obtain are the eigenfunctions of the resonant states of the Schrodinger
equation

Hotbo(x) = Eotho(x), (4.2)

where 1y(x) is a diverging wave function as x| — oo and Ej is a complex en-
ergy eigenvalues. For this purpose, we treat the non-Hermitian Hamiltonian
of the form

(p +ig(x))

2m

instead of Hy. Here g(x) is a spatially varying real vector referred to as
the imaginary vector potential. The Hamiltonian (4.3) can be written more
explicitly as

H, = +V(x) (4.3)

h? h h N g(x)?
2m

+ V(x). (4.4)
Of course, in the case g(x) =0, Eqs. (4.3) and (4.4) are reduced to the
standard Hamiltonian (4.1).

The eigenfunction of the Hamiltonian H, corresponding to ¢ (x) is given
by the gauge-transformed function

vy = exp [+ [“80) x| v (). (4.5

17



On the other hand, the eigenvalue Ey must remain the same as long as g(x)
can be expressed as the gradient of an arbitrary scalar function. The readers
can confirm

Hythg(2) = Eotpy(2) (4.6)

by plugging (4.5) into (4.6) and making straightforward algebra. From now
on, we write the energy eigenvalue simply as F instead of Ej.

Consequently, choosing an appropriate gauge g(x), we can obtain t,(x)
as a bound state with the complex eigenvalue E even if 1y(x) is a diverging
function. In other words, the problem of obtaining the resonant state is
reduced to the bound-state problem.

4.2 The One-Dimensional System

In the following, we focus on the one-dimensional case. Equation (4.3) is
reduced to the Hamiltonian

b, = PEOES (4.7)

2m

where p = (R/i)d/dz. The Schrodinger equation (4.4) is written in the form

- pae - ML IR B - b w0 g

dx2 i dx K2 K2

Here we note that p 4
/
— _ 4.
dxg(ﬂf) g'(z) + g(z) T (4.9)

Thus we can rewite Eq. (4.8) as follows:

[ P 2@ d g  g@)? 2m

dx? ho dx h 2 R

(V(x) — E)] Pg(x) =0.  (4.10)

Choice of the gauge: Now we must determine the imaginary vector poten-
tial g(z) concretely. Assuming that the wave function of resonant states has
an asymptotic form ty(z) ~ e*#1el the gauge factor exp[+ [ g(2')dx’]
should behave as e~ as |2| — oco. For this reason, we choose the gauge as
follows:

g(z) = —go tanh <%> , (4.11)

18



where gq is a positive constant, which determines the strength of the sup-
pression of the divergence of the wave function. In this case, Eq. (4.5) gives
the eigenfunction of the Schrodinger equation H,1),(z) = E,(z) in the form

1

V() = W%(ﬂf)- (4.12)

This gauge-transformed solution ,(z) ~ ethrlzl=(go=7l=l is convergent for
go > 7 and thus can be handled easily. The Hamiltonian H, in Eq. (4.10)
takes the form
o h gor\ d ¢
5 = —gotanh (95) & - By (), 413
omda?  m0 h ) dx 2m +Viz) (4.13)
We treat this non-Hermitian Hamiltonian for a practical problem in the next
section.

H, =

5 Numerical Analysis

The methodology formulated in the previous section can be applicable to
extensive problems. Its application to a one-dimensional problem and all the
numerical results obtained are described in the present section.

5.1 Matrix Representation of the Hamiltonian

The problem to be solved is the Schrodinger equation

7:fgwg(x) = Ewg(x), (5.1)
where P ) p )
oY 29 Gox\ & G , vy
Mo==02 h( n ) V) (52)
and
- 2m
V() = ?V(x), (5.3)
~ 2m

for a given V(z) under the boundary conditon that is the same as bound
states. This is essentially a bound-state problem except that the Hamiltonian
is not Hermitian.

19
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Figure 5: The potential (5.5) (A combination of two Gaussian functions).

We assume that the usual method of solving the bound-state problem is
still valid for this non-Hermitian case. Here we express the eigenfunctions
as a superposition of an appropriate function system. The merit of this
method is that the resonant energy and the lifetime can be obtained directly
as complex eigenvalues of the Hamiltonian matrix.

Now we consider the potential which is a combination of two Gaussian
functions (Fig. 5)

V(z) = 5(8e /0" — 11e~@/3)%), (5.5)
In terms of the eigenfunctions of the harmonic oscillator ¢, (z), we expand
Pg(x) as
n=0

where ¢, is the expansion coefficient. The complete orthonormal set {¢,(x)}
which satisfies

h? d2 mw?

20



is given by

(1) = ——H, (&)e 2 =0,1,2,--), 5.8
on(7) NG (e (n ) (5.8)
where
h
B = o (5.9)
T
€= % (5.10)

and H, () is the Hermite polynomials. Adopting the Dirac bra-ket notation,
we obtain the matrix elements of H, as

(Hy)is = (il Hgl o). (5.11)

In practice, the expansion (5.6) must be truncated at a finite number of basis
in order to diagonalize the matrix (5.11) numerically.

On the basis of the argument in Sec. 4, the non-Hermitian matrix (5.11)
may have resonant states as complex eigenvalues which are independent of
go- Once we find such solutions, we obtain the divergent wave functions 1y (x)
from Eq. (4.12) by gauge-transforming back from ), (z).

The resonant levels are approximately equal to the levels that would be
bound states if the potential barriers are infinitely high. Thus we can roughly
estimate the locations of the resonant states by approximating (5.5) in the
form V(z) ~ 52% — 15. Therefore we expect that there are at least four
long-lived resonant states at

Ers ~ 5.1, 9.6, 14.1, 18.5 (5.12)

and four bound states at

E,~—128, —83, —3.8, 0. (5.13)

5.2 Results and Discussions

We present the eigenvalue spectrum of the non-Hermitian matrix (5.11) with
go = 0.0, 0.6 and 0.8 in Fig. 6. The discrete eigenvalues independent of g
on the negative real axis correspond to bound states. There are four energy
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levels of the bound states at E, = —12.8129, —8.5400, —4.4743, —0.6262,
which are consistent with (5.13).

The spectrum shows two resonant states at E ~ 152 —i2.3, 189 —
3.1, which are in fairly good agreement with the expected values (5.12).
We exemplify the corresponding eigenfunction ¢,(z) and the divergent wave
function ¢y(x) in Fig. 7.

The eigenvalues located in the positive real axis at E, ~ 6.3, 9.4 presum-
ably correspond to the other two expected resonant levels. We expect that
these two eigenvalues become complex when we increase the dimensions of
the matrix (5.11).

(o3}
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Figure 6: The energy spectrum of the non-Hermitian model (5.2) with di-
mensions 400 and 3 = 2. (go = go/h).
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Figure 7: The convergent and divergent eigenfunctions. The solid line and
the broken line indicate the real part and the imaginary part of the solu-
tion respectively. (a) The gauge-transformed convergent eigenfunction ,(z)
with gy = 0.6. (b) The divergent wave function of the resonant state 1y (z)
with ' = 15.2 — i2.3.
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6 Conclusion

We investigated resonant states numerically in the framework of non-Hermitian
quantum mechanics. In Sec. 3, we obtained the divergent wave functions
corresponding to the resonant states under the boundary conditions for the
open quantum system as we explained in Sec. 2. The modulus of the obtained
eigenvalues is in good agreement with the theoretically predicted values. In
Sec. 4, We introduced the imaginary vector potential in order to expand the
region of the convergent solutions of the Schrodinger equation. In Sec. 5,
we found resonant levels and their lifetimes directly as complex eigenvalues
of a non-Hermitian matrix. We confirmed that the divergent wave function
of the resonant states can be obtained as a gauge-transformed convergent
eigenfunction with the complex eigenvalues. We showed that the imaginary
gauge transformation is a convenient way of defining resonant states as well
as computing them.
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