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Chapter 1

Introduction

In this century, two branches of physics have been greatly developed; namely the quan-
tum mechanics and the statistical physics. While the quantum mechanics was, at first,
mainly applied to the elementary-particle and nuclear physics, the main subject of the
statistical mechanics has been to study macroscopic many-body systems. Our knowledge
on critical phenomena, in particular, has progressed remarkably in the second half of this
century.

A strong backbone which has supported the recent development of the statistical
physics is the computational physics. Considering the rapid progress of the computer
technology, we can expect that the importance of the computational physics will increase
still more. In actual fact, many important numerical calculations have been performed
in these ten years. They have yielded great insights into physical systems, for example,
spin glasses and quantum systems.

In the quantum-mechanical statistical physics, one of the most interesting aspects
is the macroscopic manifestation of a quantum-mechanical effect; the superconductivity
was the first and striking example. It was recently understood that the macroscopic quan-
tum effect may appear more easily in low-dimensional systems. The low-dimensionality
is probably essential to the appearance of the quantum Hall effect and the high-Tc su-
perconductivity.

The Haldane problem, which is the main subject of Chapter 2 and Chapter 3, is also
one of the phenomena in which the quantum mechanics affects the system strongly. Hal-
dane [Haldane 83a, Haldane 83b] conjectured in 1983 that the low-temperature behavior
of one-dimensional Heisenberg antiferromagnet depends on whether the magnitude of the
spins is half-integral or integral; while the half-integer model is critical in the ground
state, the integer model is disordered. It should be remarked that the first confirmation
of the Haldane conjecture was a numerical investigation [Kolb 83]; there the S = 1/2 and
S = 3/2 cases were distinguished from the S = 1 case. Even later on, numerical works
have played an important role in the progress of the study on the Haldane problem.

In the numerical calculation reported in Chapter 2, we treated the S = 2 model.
We there confirmed that the Haldane conjecture is correct even quantitatively. We can
thereby presume the behavior of the higher-spin models rather precisely, using a formula
given by Haldane.

In Chapter 3, we deal with another aspect of the Haldane problem, that is, ground-
state transitions which take place when we change a parameter of the model. The
transitions have been investigated numerically. Incidentally, recent numerical observation
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2 Chapter 1. Introduction

by Hida [Hida 92a, Hida 92b] has given a simple interpretation of the Haldane effect.
According to his observation, the S = 1 antiferromagnetic chain can be described by
the S = 1/2 alternating-bond spin chain, and the phase transitions of the models are
expected to be of the same character.

Bearing this observation in mind, we investigate, in Chapter 3, the phase transitions
of the S = 1/2 alternating-bond model. We propose an application of the quantum
Monte Carlo method based on the Suzuki-Trotter transformation to studies on ground-
state transitions. The efficiency of the method is confirmed in the investigation of the
model.

The Haldane problem is an example of a phenomenon in which the system is disor-
dered owing to quantum-mechanical fluctuation. Another possible example is the two-
dimensional frustrated spin system. It is expected that such a disordered state, so-called
spin liquid, may be a precursor of the high-Tc superconductivity.

Unfortunately, when we investigate frustrated systems by means of the quantum
Monte Carlo method, the statistics of the simulation seriously deteriorates at low tem-
peratures; this problem is called the negative-sign problem. This methodological problem
has been the main obstacle to the numerical investigation on frustrated systems. A so-
lution of the negative-sign problem is one of the pressing needs in the computational
physics.

In Chapter 4 the origin of the negative-sign problem is explored. We present an
argument by which we can estimate the statistical error before we perform actual Monte
Carlo simulations. On the basis of the argument, we ascribe the problem to the violation
of the spirit of the importance sampling. An application of the reweighting method to the
quantum Monte Carlo simulation is proposed towards the solution of the negative-sign
problem.

In Chapter 5 we review some of the quantum Monte Carlo methods proposed so far.



Chapter 2

Correlation of One-Dimensional
Heisenberg Antiferromagnets∗

Temperature dependence of the correlation length of the one-dimensional
S = 2 Heisenberg antiferromagnet is investigated numerically, to compare
with those of the S = 1/2, 1, 3/2 models. The correlation length of the S = 2
model is found to be saturated to a value ξ−1 � 0.012(2) as T → 0, which
confirms the Haldane conjecture. Combined with the estimate ξ−1 � 0.16 of
the S = 1 model by other authors, the present estimate is well explained by
ξ−1 ∼ S exp(−πS).

2.1 Introduction

The Heisenberg antiferromagnetic chains described by the dimensionless Hamiltonian

H =
N∑

i=1

Si · Si+1, (2.1)

have interested many researchers greatly since Haldane conjectured [Haldane 83a,
Haldane 83b] that, only for integer-spin chains, (i) an energy gap opens above the ground
state, and (ii) the spin correlation in the ground state decays exponentially:

〈Sα
0 S

α
r 〉 ∼ exp(−r/ξα) as r → ∞, (α = x, y, z). (2.2)

(In the isotropic case we have ξx = ξy = ξz.) This conjecture surprised at first many
solid-state physicists, who had known the celebrated Bethe-ansatz solution [Bethe 31] of
the S = 1/2 Heisenberg chain. The Bethe-ansatz solution gives the continuous spectrum
above the ground state and the power-law decay of the spin correlation:

〈Sα
0 S

α
r 〉 ∼ r−η as r → ∞. (2.3)

Numerical calculations combined with the finite-size scaling analysis distinguished
[Kolb 83] the S = 1 case from the S = 1/2, 3/2 cases, and confirmed the Haldane
conjecture in the S = 1 case. Experimental evidences [Buyers 86] and rigorous arguments

∗The content of this chapter will be published in [Hatano 93a].
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4 Chapter 2. Correlation of One-Dimensional Heisenberg Antiferromagnets

Reference ∆E ξ−1

[Nightingale 86] 0.41
[Takada 87] 0.12
[Takahashi 88] 0.36 (5.5± 2)−1

[Takahashi 89] 0.41
[Nomura 89a] 0.425 0.160
[Liang 90] 6.2−1

[Sakai 90a] 0.411± 0.001 (5.2± 0.3)−1

[Kubo 92] 0.40 0.15

Table 2.1 The magnitude of the energy gap and the correlation length of the S = 1
Heisenberg antiferromagnet estimated so far.

[Affleck 88] appeared later. In this sense numerical works have played an important role
in the progress of the study on the Haldane problem. (See [Affleck 89] for a review.)

Further investigation has been done to estimate the magnitude of the energy gap and
the correlation length of the S = 1 model. The estimates obtained so far are listed in
Table 2.1. The values ∆E � 0.41 and ξ−1 � 0.16 now seem to be widely accepted.

There are very few studies of extending the numerical calculations to the S = 2
chain, because it is rather difficult to study it owing to a larger number of spin degrees
of freedom and owing to a smaller magnitude of the gap in the S = 2 case. Hatsugai
[Hatsugai 92] recently performed numerical diagonalization of finite S = 2 chains of
size up to N = 10. However, he has not reached any quantitative conclusions on the
magnitude of the energy gap. No estimates of the correlation length have been available.

Here we report a numerical calculation of the correlation length ξ of the S = 2 Heisen-
berg chain. We adopted the Monte Carlo power method proposed by Koma [Koma 93]
to overcome the difficulty of many degrees of freedom (Section 2.2). We observed that
the correlation length is saturated to a finite value ξ−1 � 0.012(2) as T → 0 (Section
2.3).

Haldane [Haldane 83a, Haldane 83b] derived the following approximate formulae for
the magnitude of the energy gap and the ground-state correlation length:

∆E ∝ S2e−πS (2.4)

and
ξ−1 ∝ Se−πS as S → ∞, (2.5)

respectively. (For more precise evaluation, S may be replaced by
√
S(S + 1).) Haldane

argued that a Heisenberg chain with large-S spins is approximately mapped to a (1+1)-
dimensional O(3) nonlinear sigma model with a coupling constant g = 2/S (or g =

2/
√
S(S + 1)). A renormalization-group argument suggests that the system is disordered

in the length scale greater than g−1 exp(2π/g), which gives (2.5). Though the expression
(2.5) is justified in the large-S limit, a naive application of it to the S = 1 and S = 2
cases explains the present estimate well; when we use the value ξ−1(S = 1) = 0.16, the
formula (2.5) gives ξ−1(S = 2) = 0.011, which agrees well with the present estimate.

(We have used
√
S(S + 1) instead of S.) Incidentally, the formula (2.4) combined with

the estimate ∆E(S = 1) = 0.41 yields ∆E(S = 2) = 0.048.
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1 2 3 N N+1
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S4

(b)

Figure 2.1 (a) The classical system is defined on a strip of width 2n. Periodic boundary
condition is required across the strip. The hatched quadrangle denotes a four-body
interaction. (b) The four-body interaction conserves the magnetization in the Trotter
direction.

2.2 Method of numerical calculation

In the present section we describe the formulation of the method used here. We combine
the virtual-space transfer-matrix method with the Monte Carlo power method.

In order to make explicit the positivity of transfer matrices (explained below), we use
the Hamiltonian in the form

H =
∑
i

Hi with Hi ≡ −Sx
i S

x
i+1 − Sy

i S
y
i+1 + Sz

i S
z
i+1, (2.6)

which is equivalent to (2.1) via a unitary transformation.
The Suzuki-Trotter decomposition [Suzuki 76a, Suzuki 76b] has become a standard

method of treating quantum systems. It has been applied to quantum Monte Carlo simu-
lations [Suzuki 77b, Suzuki 87b], to transfer-matrix calculations [Suzuki 85a,
Betsuyaku 85], and to analytic arguments [Suzuki 87c].

There are many alternative ways of the decomposition. Here we adopted the “real-
space decomposition” [Suzuki 76b], that is,

e−βH = lim
n→∞

(
e−βH1/ne−βH2/ne−βH3/n · · · e−βHN/n

)n
. (2.7)

The real-space decomposition is more convergent than the checkerboard decomposition
is in an S = 1/2 spin chain [Betsuyaku 85]. We insert into (2.7) the resolution of the
unit operator 1̂ with respect to a complete set of bases diagonalizing every Sz

i . We thus
obtain a two-dimensional spin-S Ising system [Suzuki 76b], as shown in Fig. 2.1 (a). The
size of this transformed system is (N + 1) by 2n. It has four-body interactions defined
by the Boltzmann factor

w(S1, S2, S3, S4) ≡
〈
S1, S2

∣∣∣e−βHi/n
∣∣∣S3, S4

〉
, (2.8)
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as shown in Fig. 2.1 (b). Note that the Boltzmann factor is positive when the relation

S1 + S2 = S3 + S4, (2.9)

is satisfied, and otherwise it vanishes; every four-body interaction conserves the magne-
tization in the Trotter direction.

The partition function of the transformed classical system is, as it is, written in
terms of transfer matrices which transfer spin states in the Trotter direction. We
rewrite the partition function in terms of the virtual-space transfer matrix [Suzuki 85a,
Betsuyaku 85]. Requiring the periodic-boundary condition σ1 = σN+1, we have

Zq = lim
n→∞Zn, with Zn(N) = Tr T N

n . (2.10)

Here the matrix Tn transfers the spin states on the i-th column to those of the (i+1)-th
one, namely, in the real-space direction; in other words, Tn represents interactions on a
column. The size of the matrix is (2S + 1)2n by (2S + 1)2n.

A merit of the form (2.10) is the tractability of the infinite-size limit N → ∞.
The interchangeability of the two limits n → ∞ and N → ∞ was proved [Suzuki 85a,
Suzuki 87c]; hence we have

f ≡ − lim
N→∞

1

Nβ
logZq = − lim

n→∞ lim
N→∞

1

Nβ
log Tr T N

n = − lim
n→∞

1

β
log Λ1, (2.11)

where Λ1 is the largest eigenvalue of the transfer matrix Tn. Only this eigenvalue thereby
gives an approximant of the free energy of the quantum system of infinite size. The
convergence of f in the limit n → ∞ is well known as the 1/n2 law [Suzuki 85d].

Besides, a correlation length is given, without any finite-size correction, by the ratio
between the relevant eigenvalue and the maximum one:

ξ−1α ≡ − lim
r→∞

1

r
log
〈
Sα

i S
α
i+r

〉
= − lim

n→∞ lim
r→∞ lim

N→∞
1

r
log

Tr T i
nS

αT r
n SαT N−(i+r)

n

Tr T N
n

= lim
n→∞ log

Λ1

Λν
. (2.12)

Here the eigenvalue Λν is the largest one whose eigenvector |φν〉 satisfies

|〈φ1 |Sα|φν〉| �= 0. (2.13)

This approach has been further developed to analytic treatments [Suzuki 87c, Inoue 88]
and numerically rigorous treatments [Koma 87, Koma 89] of one-dimensional quantum
models.

The transfer matrix Tn is explicitly block-diagonalized. Because of the conservation
rule (2.9), the four-body interaction conserves the staggered magnetization in the real-
space direction, namely

S1 − S3 = −S2 + S4. (2.14)

The transfer matrix thus conserves the column staggered magnetization,

Mstag ≡
2n∑
j=1

(−1)jSj . (2.15)
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Hence the matrix is diagonalized into blocks each of which is labeled with the value of
Mstag.

We can prove the following two propositions: (i) The maximum eigenvalue of the
matrix Tn exists in the Mstag = 0 block. (ii) The correlation length ξz is controlled by
the second maximum eigenvalue in the Mstag = 0 block, while ξx is controlled by the
maximum eigenvalue in the Mstag = ±1 block. (For the isotropic Heisenberg model these
two eigenvalues are degenerate, hence ξz = ξx.) Proofs of the propositions are briefly
given in Appendix 2.A.

Here we concentrate on evaluation of the correlation length ξx, which is given by the
largest eigenvalues of the blocks Mstag = 0 and 1.

The simplest method of evaluating the maximum eigenvalue of an asymmetric matrix
is the power method: the Rayleigh quotient with a trial vector |ψ〉,

λ(N) ≡ 〈ψ|T N+1
n |ψ〉

〈ψ|T N
n |ψ〉

, (N = 0, 1, 2, · · ·), (2.16)

converges to the maximum eigenvalue rapidly as N → ∞:

Λ1 = lim
N→∞

λ(N). (2.17)

Components of the other eigenvectors in the trial vector |ψ〉 disappear exponentially fast.
The quotient of length N greater than ξ is enough to isolate the maximum eigenvalue.
(If the trial vector is orthogonal to the eigenvector of the second-largest eigenvalue, the
convergence is more rapid.) Repeated matrix multiplications give the desired result.
Several authors have employed this approach to investigate the S = 1 model [Kubo 86,
Delica 91, Kubo 92].

In the S = 2 case, however, the size of the trial vector is of the order of 52n. As the
Trotter number n is increased, it becomes practically impossible to perform the matrix
multiplication. This difficulty prevents us from the calculation at low temperatures;
when β is large, we have to calculate up to a large value of n in order to keep small the
correction in (2.7), O(β3/n2).

The cluster-transfer-matrix method [Tsuzuki 85, Tsuzuki 86, Betsuyaku 86a] solves
the problem partially. In this method we decompose the total Hamiltonian into many-
spin clusters instead of the two-spin clusters of (2.7). We may obtain enough convergence
with comparatively small n, because the coefficient of the correction O(β3/n2) becomes
small. We used this method to supplement the present Monte Carlo calculation. How-
ever, we could not reach very low temperatures by this method; the larger the cluster is,
the more time the matrix multiplication takes, and the more difficult the diagonalization
of the cluster Hamiltonian is.

Recently Koma [Koma 93] proposed a Monte Carlo method of evaluating the quotient
(2.16) itself. His idea is as follows; choose as the trial vector |ψ〉 a vector every component
of which is unity, that is, a superposition of all the bases of an orthonormal set:

|ψ〉 ≡
∑
{S}

|S1, S2, . . . , S2n〉 . (2.18)

Then we can interpret the Rayleigh quotient (2.16) as a measurable quantity of a classical
system. The classical system here differs from the system defined below (2.7) only by
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a boundary condition. Since we expand the trial vector |ψ〉 of (2.16) as in (2.18), any
spin configuration can appear on the left and right ends of the system; in other words
the classical system in Fig. 2.1 (a) is under the free-boundary condition. When we
concentrate on eigenvalues of a block of the transfer matrix, we have to restrict the
summation in (2.18) only to the bases of that block.

The trial vector (2.18) is never orthogonal to the eigenvector |φ1〉 of the largest eigen-
value. The Perron-Frobenius theorem ensures that all the components of the eigenvector
|φ1〉 is non-negative. Therefore |φ1〉 and the vector of (2.18) have an overlap.

2.3 Results

We present the data for the S = 2 chain, and compare them with the data for the
S = 1/2, 1, 3/2 cases, which we also calculated by the same approach.

We obtained the data points β ≤ 5 by the cluster-transfer-matrix method, while the
data points β ≥ 10 by the Monte Carlo power method.

In the former calculation we used decompositions up to four-spin clusters. We
adopted the data as far as the extrapolated estimate does not deviate as we change
the cluster size.

In the latter calculation we observed that both initial-relaxation time and auto-
correlation time of the Monte Carlo dynamics are considerably short. We also noticed
that the quantity λ(N) averaged over Monte Carlo steps does not follow a Gaussian
distribution but the logarithm of it, logλ, does. Hence we estimated the statistical error
of the Monte Carlo data as follows: We partitioned off the whole M(> 107) steps into
m(� 10) sections excluding initial Minit(� 104) steps. We averaged the quantity λ over
(M −Minit)/m steps in each section. Then we calculated the average and the deviation
of log λ over the sections.

We thus evaluated log λ in the blocks Mstag = 0 and 1 with the system size fixed.
We calculated up to N = 100 and n = 100. The data obtained, {log λ(n,N,Mstag) ±
σ(Mstag)}, were further analyzed as follows: First we calculated ξ−1x (n,N), following the
formula

ξ−1x (n,N) = log λ(n,N, 0)− log λ(n,N, 1). (2.19)

We obtained the statistical error of this as follows:

σ2ξ = σ(0)2 + σ(1)2. (2.20)

Next we extrapolated the data to the limit N → ∞:

ξ−1x (n,∞) = ξ−1x (n,N) +O
(
e−cN

)
. (2.21)

In the actual analyses, however, the correction term was buried in the statistical errors
of the data. Thus we tried to make the decision of the convergence by eye. Finally we
extrapolated the data to the limit n → ∞:

ξ−1x (∞,∞) = ξ−1x (n,∞) +O
(
n−2) . (2.22)

This correction term was fitted by the least-squares method.
We plotted the final estimates in Fig. 2.2. In the region T ≥ 0.2 the inverse of
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(a)

(b)

Figure 2.2 The temperature dependence of the correlation length of the S = 2 Heisen-
berg chain: (a) 0 < T ≤ 1.0 and (b) a magnified figure of (a) in the region 0 < T ≤ 0.1.
The fitting line of (2.23) is also indicated.
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the correlation length is nearly proportional to the temperature. As the temperature is
lowered, however, the correlation length slows down its growth below the temperature
around T ∼ 0.1 and is saturated to a value.

We fitted the four data points in Fig. 2.2 (b) to the function

ξx(T )
−1 = ξx(0)

−1 + cT exp
(
−∆E

T

)
(2.23)

by the least-squares method, and obtained the estimate

ξx(0)
−1 = 0.012(2). (2.24)

Here we added the prefactor T to the exponential term of the fitting function (2.23) so
that the function may become ξ−1 ∝ T at high temperatures. The result obtained by
the fitting is indicated in Fig. 2.2 (b). The estimate agrees well with the value obtained
with naive usage of (2.5), ξ−1x � 0.011.

The correlation length is almost constant below the temperature T = 1/15 � 0.067.
This fact suggests that we have reached the ground state in this region. This is consistent
with the value ∆E � 0.048 derived from (2.4) for S = 2. (Unfortunately, we have not
obtained enough data to estimate the magnitude of the energy gap. The error of the
estimate by (2.23) is large: ∆E = 0.2(2).)

In Fig. 2.3 we plotted the data for the cases S = 1/2, 1, 3/2 and 2 together, scaling
the temperature by a factor 1/S(S + 1):

T ≡ T/S(S + 1). (2.25)

This scaling is equivalent to re-defining the Hamiltonian in the form

H ≡ 1

S(S + 1)

∑
Si · Si+1. (2.26)

All the data fall on a line ξ−1x � 1.3T rather well except at low temperatures, where, in
the cases S = 1 and S = 2, the lines turn to finite values on the ordinate. We clearly
distinguish the S = 1 and S = 2 models from the S = 1/2 and S = 3/2 models.

In the limit S → ∞ the Hamiltonian (2.26) may converge to the classical Heisenberg
model

Hclassical ≡
∑

S̃i · S̃i+1, (2.27)

where the length of the spins is normalized to |S̃| = 1. The exact solution of the model
[Fisher 64] yields

〈
S̃z

i S̃
z
i+r

〉
=

1

3
ur with u ≡ coth(1/T )− T. (2.28)

Hence we have

ξ−1 = − log u � T as T → 0, (2.29)

which is also drawn in Fig. 2.3.
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(a)

(b)

Figure 2.3 The correlation length of the S = 1/2 (+), 1 (×), 3/2 (∗) and 2 (◦) models
versus the scaled temperature T ≡ T/S(S + 1): (a) 0 < T < 0.6 and (b) a magnified
figure of (a) in the region 0 < T < 0.02. The exact solution of the classical model is also
plotted here (the solid line).
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2.4 Summary

We numerically investigated the one-dimensional Heisenberg antiferromagnet, particu-
larly the S = 2 model. We concentrated on the temperature dependence of the correla-
tion length.

We observed the behavior ξ ∝ T−1 for the S = 1/2, 1, 3/2, 2 models except the
region T < ∆E of the integer-spin cases; the exponent ν = 1 coincides with the value in
the classical limit.

At the temperatures T < 0.1 we observed the saturation of the correlation length of
the S = 2 model, distinguishing it from the S = 3/2 case. This observation confirmed
the Haldane conjecture. We stress here that the usage of the Monte Carlo power method
is essential to this observation; we might have found the behavior ξ ∝ T−1 if we used
only the data for T > 0.2 obtained by the transfer-matrix method.

We conclude that the correlation length of the S = 2 model is saturated to the value
ξ−1 � 0.012(2). The approximate formula (2.5) by Haldane explains the value well.
Hence we expect that the formula gives the values for S ≥ 3 rather precisely; namely
ξ−1(S = 3) � 6.3× 10−4, ξ−1(S = 4) � 3.4× 10−5 and so on.

2.A Proofs of propositions

In this appendix we briefly mention proofs of the two propositions stated below (2.15).
The proof of the first proposition is given by a straightforward extension of the proof

in the S = 1/2 case [Koma 89].
When the spin chain is under the periodic-boundary condition we have (2.10). When

it is under the open-boundary condition, on the other hand, the expression should be
modified to

Zn(N) =
〈
ϕn

∣∣∣T N
n

∣∣∣ϕn

〉
. (2.30)

Here the vector |ϕn〉 is a superposition of all the bases which satisfy the condition

S2j = S2j+1 for j = 0, 1, . . . , n − 1. (2.31)

The notation of the subscripts of the spin variables is indicated in Fig. 2.1 (a). Owing
to the condition (2.31), the vector |ϕn〉 has non-vanishing elements only in the subspace
Mstag = 0.

In the thermodynamic limit N → ∞, the largest eigenvalue of the block Mstag =
0 gives the free-energy density of the open system. On the other hand, the largest
eigenvalue of the whole matrix gives the free-energy density of the periodic system.
Hence these two eigenvalues must coincide; otherwise the free-energy density in the
thermodynamic limit depends on the boundary condition, which contradicts with the
extensivity of the free energy.

The proof of the second proposition is also the same as in the S = 1/2 case
[Takahashi 91a]. Since the operator Sz does not change the direction of spins, the con-
dition

|〈φ1 |Sz|φν〉| �= 0 (2.32)

is satisfied only when the vector |φν〉 belongs to the same block as the one |φ1〉 belongs
to, namely, the Mstag = 0 block. The operator Sx, on the other hand, raises or lowers a
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spin by unity; therefore the vector |φν〉 satisfying the condition

|〈φ1 |Sx|φν〉| �= 0 (2.33)

must belong to either of the blocks Mstag = ±1.





Chapter 3

Ground-State Phase Transition of
S = 1/2 Alternating-Bond Chains†

A world-line Monte Carlo method of studying the ground state of a quan-
tum system is proposed. An application of the method to the one-dimensional
S = 1/2 alternating-bond model is reported. Anisotropy dependence of order
parameters suggesting ground-state phase transitions is observed.

3.1 Introduction

The study of ground-state phase transitions driven by quantum fluctuation is now one of
the most interesting problems in condensed-matter physics. Critical points are defined
in a parameter space of the relevant model, at which an energy gap from the ground
state vanishes in the thermodynamic limit. At these critical points, correlation functions
of the system show power-law behavior instead of exponential decay, and the correlation
length diverges.

In investigating ground-state phase transitions using quantum Monte Carlo methods,
however, there arises a problem, namely, the difficulty of taking the zero-temperature
limit. We investigate the relevant system first at finite temperatures, and take the
zero-temperature limit to extract the ground-state property. This can be performed
practically at temperatures low enough to satisfy the inequality T � ∆E. Here ∆E
denotes the energy gap just above the ground state. Near phase boundaries the energy
gap is narrow, and hence it is difficult to satisfy the condition T � ∆E.

Moreover, when we treat frustrated spin systems or fermion systems, the negative-
sign problem becomes quite serious at low temperatures.

Some attempts to circumvent the problems have been proposed [Kalos 74, Kuti 82,
Blankenbecler 83, Sugiyama 86]. They are more or less based on the following formula:

e−βH |ψ〉 −→ e−βEg |ψg〉 as β → ∞, (3.1)

where |ψg〉 is the ground-state vector, Eg is the ground-state energy, and |ψ〉 is a trial
vector which is not orthogonal to |ψg〉. If the trial vector is orthogonal to the first
excited state, the extraction of the ground state may be performed even at rather high

†The content of this chapter will be published in [Hatano 93b].

15
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temperatures (though the variable T = 1/β loses its meaning as the temperature). A
quantity in the ground state is given by

〈Q〉g ≡ 〈ψg |Q|ψg〉 = lim
β→∞

〈〈Q〉〉β (3.2)

with

〈〈Q〉〉β ≡

〈
ψ
∣∣∣e−βHQe−βH

∣∣∣ψ〉〈
ψ
∣∣∣e−2βH∣∣∣ψ〉 . (3.3)

The limit procedure β → ∞ itself is simulated, by interpreting multiplications of
a transfer matrix as a Markov process, in several ways, for example, in the Green’s-
function Monte Carlo method [Kalos 74] and in the projector Monte Carlo method
[Kuti 82, Blankenbecler 83], to which we refer as the diffusion Monte Carlo methods.
However, Hetherington [Hetherington 84] pointed out that a systematic error appears
in the diffusion Monte Carlo simulations when the number of steps is large. Repeating
multiplications of a stochastic matrix M to a state vector, we obtain the stationary state
of a Markov process:

MN |ψ〉 −→ |ψstationary〉 as N → ∞. (3.4)

(Here the matrix element Mij denotes the probability that a random walker hops from
the j-th state to the i-th state.) The convergence to the stationary state is proved only
when the stochastic matrix M satisfies the condition∑

i

Mij = 1 for all j . (3.5)

A transfer matrix which does not satisfy this condition is used to define the Markov
process in the diffusion Monte Carlo methods.

Here we propose an application of the world-line quantum Monte Carlo algorithm
[Suzuki 76b, Suzuki 77b] to the formula (3.3). We demonstrate the efficiency of the
present method, studying the S = 1/2 alternating-bond spin chains [Hida 92a]. The
improvement in the convergence for β → ∞ is observed.

In the present method we first fix the parameter β to estimate quantities by a sim-
ulation. Analyzing the data we evaluate the quantities in the ground state. Hence the
present method is free from such systematic error as that appearing in the diffusion
Monte Carlo methods.

In the present world-line approach, trial functions of a wide class are available,
as shown below. An approach similar to the present one has been frequently em-
ployed in studies on the Hubbard model [Sugiyama 86, Sorella 89]. In these studies
the fermion degrees of freedom are traced out by the Stratonovich-Hubbard transforma-
tion [Stratonovich 57, Hubbard 59, Hirsch 83b], and auxiliary-field degrees of freedom
are sampled by simulations. In these approaches the trial function |ψ〉 is necessarily a
direct product of one-particle states:

|ψ〉 ≡
M∏

m=1

(
N∑

i=1

Fimc†i

)
|0〉 . (3.6)

It is possible in the thermodynamic limit that an overlap between the ground state and
the trial function becomes exponentially small compared to the full extent of the Hilbert
space.
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3.2 S = 1/2 alternating-bond chains and the Haldane

problem

In this section we mention properties of the S = 1/2 alternating-bond spin chain and its
relation with the Haldane problem.

The Hamiltonian of the S = 1/2 alternating-bond spin chain is described by

H ≡ 1

2

N/2∑
i=1

(
σx
2i−1σ

x
2i + σy

2i−1σ
y
2i + λσz

2i−1σ
z
2i

)
− JF

2

N/2∑
i=1

σ2i · σ2i+1. (3.7)

The antiferromagnetic coupling of the first term is defined to be one-half. The boundary
is either free or periodic (σN+1 = σ1).

We consider the parameter region JF > 0. In the limit JF → ∞, we expect that
every pair of spins σ2i and σ2i+1 form a triplet, and effectively becomes an S = 1 spin.
We thereby obtain the S = 1 antiferromagnetic chain with the anisotropy λ:

HS=1 =
N/2∑
i=1

(
Sx

i−1S
x
i + Sy

i−1S
y
i + λσz

i−1σ
z
i

)
. (3.8)

For this model with S = 1, Haldane conjectured [Haldane 83a, Haldane 83b, Affleck 89]
that, in a region λc1 < λ < λc2, (i) there is a phase in which an energy gap exists just
above the unique ground state, and (ii) the spin correlation decays exponentially in the
ground state.

In the limit JF = 0, on the other hand, the model (3.7) becomes a set of mutually
independent dimers. We can write down the unique ground state of the model in the
region λ > −1, that is, the direct product of singlets located on antiferromagnetic bonds:

|ψground〉 =
N/2⊗
i=1

|singlet〉i =
N/2⊗
i=1

1√
2
(|↑2i−1↓2i〉 − |↓2i−1↑2i〉) . (3.9)

The first excited states are given by the ones in which one of the singlets is excited to a
triplet:

|ψexcited〉 = |triplet〉j
⊗
i( �=j)

|singlet〉i . (3.10)

There exists an energy gap of the magnitude

∆E = min [2, λ+ 1]. (3.11)

Recently Hida [Hida 92a, Hida 92b] observed that no clear phase boundary exists on
the line λ = 1 for JF ≥ 0. When one increases the parameter JF, the ground state of
the dimer model, (3.9), continuously becomes the ground state conjectured by Haldane.
The energy gap (3.11) never closes along this line.

This observation is comparable with construction of the valence-bond-solid state,
which is the exact ground state of an S = 1 model with an extra interaction term
[Affleck 88]:

H ≡
N/2∑
i=1

[
Si · Si+1 +

1

3
(Si · Si+1)

2
]
. (3.12)
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λc2λc1

(a)

(b)

Figure 3.1 (a) Anisotropy dependence
of the magnitude of the energy gap of
the model with S = 1. (b) An expected
phase diagram of the alternating-bond
spin chain.

The valence-bond-solid state is defined as follows; consider a direct product of singlets,
(3.9). We symmetrize the wave functions of each pair of spins σ2i and σ2i+1. This state is
the exact ground state of (3.12). It is considered [Affleck 88] that the state satisfies the
Haldane conjecture, and hence is an good approximant of the ground state of the S = 1
isotropic Heisenberg model (namely the model (3.8) with λ = 1). We notice that the
procedure JF → ∞ is a physical interpretation of the definition of the valence-bond-solid
state.

When we change the value of the parameter λ of the S = 1 model, (3.8), ground-state
phase transitions are expected to occur [Haldane 83a, Haldane 83b, Kolb 83,
Parkinson 85b, Kubo 86, Nomura 89b, Sakai 90b, Kubo 92]; see Fig. 3.1 (a). In the
region −1 < λ < λc1 � 0, we have the XY phase; the energy spectrum is continuous
above the ground state. In the region λc1 < λ < λc2, we have the Haldane phase; an
energy gap is open just above the unique ground state. In the region λ > λc2, we have
the Néel phase; an energy gap is open above the two degenerate ground states. At the
point λ = λc2, the energy gap is closed and the correlation length diverges.

Hereafter we investigate the model (3.7) with finite JF. When we change λ of the
S = 1/2 model with fixed JF, we expect phase transitions of the same character as the
ones in the S = 1 model [Kohmoto 92]; see Fig. 3.1 (b). The transitions have been
studied by means of the series-expansion method [Yamanaka 92].

An order parameter characterizing the Haldane phase of the S = 1 model is known
as the string order parameter [Den Nijs 89], which is defined by

Oα
string(k) ≡ − exp

iπ k−1∑
j=1

Sα
j

Sα
k for α = x, y, z. (3.13)

This definition yields the string correlation

Gα
string(k − l) ≡ Oα

string(k)O
α
string(l) = −Sα

k exp

iπ l−1∑
j=k+1

Sα
j

Sα
l . (3.14)
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An S = 1/2 version of the string order parameter can be defined by

Oα
string(k) ≡ −1

2
exp

 iπ

2

2k−2∑
j=1

σα
j

(σα
2k + σα

2k+1

)
=

(−1)k
2

2k−2∏
j=1

σα
j

(σα
2k + σα

2k+1

)
.

(3.15)
Different versions can be considered; see [Takada 92, Hida 92c]. The bulk order param-
eter is given by

Oα
string ≡ 1

N

∑
k

(−1)k
2k−2∏

j=1

σα
j

(σα
2k + σα

2k+1

)
. (3.16)

The string correlation is now given by

Gα
string(k − l) =

(−1)k−l

4

(
σα
2k + σα

2k+1

) 2l−2∏
j=2k+1

σα
j

(σα
2l + σα

2l+1

)
. (3.17)

In the Haldane phase the string order parameter does not vanish and the string correla-
tion ranges over the system.

An order parameter characterizing the Néel phase of the S = 1 phase can be defined
by the staggered magnetization:

Oα
Néel(k) ≡ (−1)kSα

k . (3.18)

The S = 1/2 version of the order parameter is hence given by

Oα
Néel(k) ≡

(−1)k
2

(
σα
2k + σα

2k+1

)
. (3.19)

The bulk order parameter is given by

Oα
Néel ≡

1

N

∑
k

(−1)k
(
σα
2k + σα

2k+1

)
. (3.20)

The staggered correlation is written in the form

Gα
Néel(k − l) =

(−1)k−l

4

(
σα
2k + σα

2k+1

) (
σα
2l + σα

2l+1

)
. (3.21)

In the Néel phase the Néel order parameter does not vanish and the staggered correlation
ranges over the system.

3.3 Method of numerical calculation

In the present section we describe a quantum Monte Carlo method of studying ground
states and its application to the alternating-bond chain.

To evaluate the quantity (3.3), we have employed the world-line quantumMonte Carlo
method based on the Suzuki-Trotter transformation [Suzuki 76b, Suzuki 77b]. Following
the standard procedure [Suzuki 87b], we first decompose the density matrix as follows:

e−βH =
(
e−βA/(2n)e−βB/ne−βA/(2n)

)n
+O

(
β3

n2

)
, (3.22)
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with
H = A+B. (3.23)

We should keep the Trotter number n larger than β to eliminate the correction term
O(β3/n2). Application of the decomposition yields〈

ψ
∣∣∣e−2βH∣∣∣ψ〉 = lim

n→∞

〈
ψ
∣∣∣∣e−βA/(2n)e−βB/n

(
e−βA/ne−βB/n

)2n−1
e−βA/(2n)

∣∣∣∣ψ〉 . (3.24)

Next we prepare an orthonormal set of bases which diagonalizes the operators {σz
i }.

We insert the resolution of the unit operator 1̂ between each pair of exponential operators
in (3.22). At the same time we expand the trial function with respect to the bases as

|ψ〉 =
∑

F ({σ}) |{σ}〉 . (3.25)

Thus we interpret the denominator of (3.3) as the partition function of an Ising spin
system of the checkerboard type [Hirsch 81, Hirsch 82]:

Zn ≡
∑

F ({σ}0)W ({σ}0, {σ}1, . . . , {σ}4n+1)F ({σ}4n+1), (3.26)

where

W ({σ}0, {σ}1, {σ}2, . . . , {σ}4n+1)

≡
〈
{σ}0

∣∣∣∣ e−βA/(2n)
∣∣∣∣ {σ}1〉〈{σ}1 ∣∣∣∣ e−βB/n

∣∣∣∣ {σ}2〉
· · · ×

〈
{σ}4n−1

∣∣∣∣ e−βB/n
∣∣∣∣ {σ}4n〉〈{σ}4n ∣∣∣∣ e−βA/(2n)

∣∣∣∣ {σ}4n+1〉 . (3.27)

See Fig. 3.2.
On the other hand, in the finite-temperature algorithm based on the Suzuki-Trotter

formula [Suzuki 76b, Suzuki 77b], we transform the partition function of the quantum
system

Tr e−βH (3.28)
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into that of the corresponding Ising system. This system and the system (3.26) differ in
boundary conditions. The system is given by

Zn =
∑
{σ}

W ({σ}0, {σ}1, {σ}2, . . . , {σ}2n−1, {σ}0). (3.29)

In the finite-temperature algorithm we require the periodic-boundary conditions {σ}2n =
{σ}0. In the formulation (3.26) we require constrained-boundary conditions on the spins
{σ}0 and {σ}4n+1; a spin configuration {σ}0 appears with a rate determined by the
Boltzmann factor W ({σ}0) times the extra factor F ({σ}0).

When we perform the importance sampling of (3.26), we have to flip the spins {σ}0
and {σ}4n+1,

{σ} −→ {σ}′, (3.30)

according to the ratio R = R1R2,

R1 ≡ W ({σ}′0)
W ({σ}0)

(3.31)

and

R2 ≡ F ({σ}′0)
F ({σ}0)

. (3.32)

Since the interactions of the Ising system are of short range, the factor R1 can be calcu-
lated easily. The factor R2 can also be calculated for a wide class of trial functions. The
other spins are flipped only according to the factor R1.

It is preferable to choose a trial function with f({σ}) ≥ 0 for all {σ}; otherwise the
Boltzmann weight in (3.26) can be negative, and we may have the negative-sign problem
even if W ≥ 0. It is also natural to choose a function with f ≥ 0; in models where W ≥ 0,
the Hamiltonian is a non-negative matrix at least after a unitary transformation. In this
case the ground state is a non-negative vector owing to the Perron-Frobenius theorem,
namely fg({σ}) ≥ 0. Hence we can increase the overlap between the trial function and
the ground-state function by choosing f ≥ 0.

The same procedure as (3.22)-(3.27) yields

〈〈Q〉〉β � 1

Zn

∑
{σ}

Q̃fWf, (3.33)

where

Q̃({σ}2n, {σ}2n+1) ≡

〈
{σ}2n

∣∣∣e−βA/(2n)Qe−βA/(2n)
∣∣∣ {σ}2n+1〉〈

{σ}2n
∣∣∣e−βA/n

∣∣∣ {σ}2n+1〉 . (3.34)

Measurement of Q̃ thereby gives a Monte Carlo estimate of 〈〈Q〉〉β.
Hereafter we describe application of the method to the S = 1/2 alternating-bond

chains.
In order to ensure positivity of the Hamiltonian, we apply the following unitary

transformations,
σx

i −→ −σx
i

σy
i −→ −σy

i

σz
i −→ σz

i

for i = 4k + 2, 4k + 3, k = 0, 1, . . . . (3.35)
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Figure 3.3 Flips of the spins {σ}0 due
to the use of the present trial functions.
The shaded squares denote four-spin in-
teractions of the transformed Ising system.
The thick lines on the lattices denote the
world lines which connect downward spins:
(a) local-exchange flip for (3.9); (b) global-
exchange flip for (3.40).

Now the Hamiltonian is written in the form

HAF =
N/2∑
i=1

HAF
i =

∑
i

(
−σx

2i−1σ
x
2i − σy

2i−1σ
y
2i + λσz

2i−1σ
z
2i

)
(3.36)

and

HF =
∑
i

HF
i = −JF

∑
i

σ2i · σ2i+1. (3.37)

We have employed the Suzuki-Trotter transformation (3.22) with

A = HAF and B = HF, (3.38)

which leads to the checkerboard decomposition [Hirsch 81, Hirsch 82] as is depicted in
Fig. 3.2. The Boltzmann factor is a product of the local factors

wAF ≡
〈
σ2i−1, σ2i

∣∣∣e−βHAF
i

∣∣∣σ′
2i−1, σ

′
2i

〉
and wF ≡

〈
σ2i, σ2i+1

∣∣∣e−βHF
i

∣∣∣ σ′
2i, σ

′
2i+1

〉
. (3.39)

We choose the trial function for the Haldane phase as the direct product of the
singlets, (3.9), on account of Hida’s observation [Hida 92a]. In this case we prepare a
local-exchange flip for the spins {σ}0 and {σ}4n+1; see Fig. 3.3 (a). It is expected that
the trial function is orthogonal to the first excited state, which is close to the state in
which one of the singlets is excited to a triplet.

As for the Néel phase we choose the trial function as

|ψN〉 =
1√
2
(|↑↑↓↓↑↑ · · ·〉+ |↓↓↑↑↓↓ · · ·〉) . (3.40)

In this case we prepare a global flip for the spins {σ}0 and {σ}4n+1; see Fig. 3.3 (b). In
the Néel phase we expect that the first excited state is a domain-wall excitation, which
is orthogonal to (3.40).
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Figure 3.4 Anisotropy dependence of the string order parameter (©) and the Néel
order parameter (×). The size of the error bar of each data point is less than of nearly
equal to the symbol size.

3.4 Results

We have calculated the root-mean-squares of the z-component of the order parameters,
(3.16) and (3.20). We use the system of length N = 200 under the periodic-boundary
condition.

The root-mean-squares of the order parameters converge to the order parameters
themselves, respectively, in the limit N → ∞. Assuming the behavior of the correlations
as

〈Gz(k − l)〉g � 〈Oz〉2g + c exp

(
|k − l|

ξ

)
, (3.41)

we have

1

N

√〈(∑
Oz(k)

)2〉
g

=
1

N

√∑
k,l

〈Gz(k − l)〉g

�
√
〈Oz〉2g +

2cξ

N
−→ 〈Oz〉g as N → ∞. (3.42)

The result for JF = 5 is shown in Fig. 3.4. The phase transitions may take place at
λ = λc1 ∼ −0.3 and at λ = λc2 ∼ 1.6.
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We have found the convergence√
〈O2〉 ∝ 1√

N
→ 0 as N → ∞ (3.43)

at λ = −0.5 for the string order parameter, and at λ = 1.4 for the Néel order parameter.
This asymptotic behavior means that the system is disordered there.

For a more precise determination of the location of the critical points, we have to
analyze the data in terms of the finite-size scaling theory, which will be reported else-
where.

3.5 Discussions

We compare the present method with the finite-temperature algorithm due to the Suzuki-
Trotter transformation [Suzuki 76b, Suzuki 77b]. In the latter approach the convergence
to the ground state in the limit β → ∞ is achieved when β � ∆E. If the trial function
chosen in the present approach is orthogonal to the first excited state, we can extract the
ground state using (3.1) with a smaller value of β. We can thereby attain the convergence
of the limit n → ∞ even for small Trotter numbers. This leads to the suppression of
statistical errors. This difference of the convergence for β → ∞ may be more effective
near phase boundaries, where the energy gap tends to be closed.

In the present case we actually observed improvements in the convergence for β → ∞
both in the Haldane phase and in the Néel phase. In Fig. 3.5 we show the β-dependence
of the string order parameter for λ = 0 (a), and the Néel order parameter for λ = 2.0
(b) at JF = 5. In each case our model is located near one of the phase boundaries.
Employing the trial functions (3.9) and (3.40), we achieved clear improvements in the
convergence.

Moreover, the present approach combined with the finite-temperature algorithm can
be used for confirmation of the convergence for β → ∞. We note that the lower bounds of
the order parameters in the ground state are given by the finite-temperature algorithm,
while the upper bounds are given by the present ground-state algorithm; see Fig. 3.5.
The order parameter usually grows monotonically as the temperature is lowered. On the
other hand, starting from a trial vector with an artificially strong order, we approach
the final estimate from above.
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(a)

(b)

Figure 3.5 β-dependence of the order parameters at JF = 5: (a) The string order
parameter at λ = 0 from the simulation using (3.9) ( ) and from the simulation using
the finite-temperature algorithm (×). We fixed β/n = 0.2. (b) The Néel order parameter
at λ = 2.0 by the simulation with (3.40) (©) and by the simulation with the finite-
temperature algorithm (×). We fixed β/n = 0.1. The solid line in each figure indicates
the final estimate.





Chapter 4

Negative-Sign Problem and the
Reweighting Method‡

The deteriorated statistics, or the negative-sign problem, appearing in
quantum Monte Carlo simulations is discussed. The origin of the negative-
sign problem is described. It is proposed to apply the reweighting method to
the quantum Monte Carlo simulations in order to circumvent the negative-
sign problem. An argument on estimation of the statistical error is given.

4.1 Introduction

Since Toulouse proposed the idea of the “frustration” [Toulouse 77], many researchers
have been interested in the problem to study how the frustration destroys a long-range
order. The effect of the frustration may appear most prominently in quantum systems
at low temperatures, where quantum fluctuation also affects physical properties of the
relevant system strongly.

The J1-J2 model, for example, has been studied extensively in the context of in-
vestigation of the high-Tc superconductivity. The Hamiltonian of the model is given
by

H ≡ J1
∑
n.n.

σi · σj + J2
∑
n.n.n.

σi · σj , (4.1)

where the operators σi denote the Pauli matrices. Here the first summation runs over
the nearest-neighbor pairs on a square lattice, while the second summation runs over
the next-nearest-neighbor pairs on the lattice; see Fig. 4.1. The coupling constants are
defined to be positive; hence there is a frustration on every triangle (x, y)-(x ± 1, y)-
(x, y ± 1). Hereafter we use the notation

α ≡ J2
J1

. (4.2)

The connection between the J1-J2 model and the high-Tc superconductors is explained
as follows. Materials exhibiting the high-Tc superconductivity may be approximated by
the Hubbard model on the square lattice. In the strong-coupling limit of the half-filled
Hubbard model, we have the antiferromagnetic Heisenberg model on the square lattice

‡A part of this chapter was published in [Hatano 92].
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J1

J2

Figure 4.1 The J1-J2 model.
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Figure 4.2 The Néel order persists
when α � 1, and the collinear order
does when α � 1. The existence of
any order in the intermediate strongly-
frustrated region, α � 0.5, is not known.

[Cleveland 76]: that is, the model (4.1) with J2 = 0. Though the absence of the Néel
order of the model at finite temperatures was proved [Mermin 66, Ruelle 69, Griffiths 72],
the ground state is considered to have the Néel order, or to be an insulator; see for a
review [Manousakis 91]. It may be necessary for appearance of a superconducting phase
to destroy the insulating Néel order. Hence we introduce frustrations into the model,
which yields the J1-J2 model, (4.1).

The main interest here is the question whether the Néel order persists or not in
the strongly frustrated region, α ≡ J2/J1 � 0.5 [Chandra 88, Hirsch 89b, Wen 89,
Dagotto 89a, Figueirido 89, Gelfand 89, Dagotto 89b, Sano 91, Oguchi 90, Nishimori 90,
Xu 90, Mila 91]; see Fig. 4.2. When the system is weakly frustrated (α � 1), many
studies suggest that the Néel order is weakened and yet exists. When the next-nearest-
neighbor coupling dominates the system (α � 1), the system approximately breaks up
into two square lattices penetrating each other. We may have the Néel order on each lat-
tice, which is called the collinear phase. A disordered ground state may appear between
the Néel phase and the collinear phase.

Another interesting example of the frustrated quantum systems is the triangular
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i j

k

Figure 4.3 The triangular antiferro-
magnet. The chiral order parameter,
(4.3), is defined on a triangle i-j-k.

antiferromagnet. The Hamiltonian,

H ≡
∑
〈i,j〉

[
Jxy

(
σx

i σ
x
j + σy

i σ
y
j

)
+ Jzσ

z
i σ

z
j

]
, (4.3)

is now defined on a triangular lattice; see Fig. 4.3. Providing Jxy, Jz > 0, we have
frustration on every triangle.

For the classical model, there may be a phase transition with respect to the chiral
order parameter [Villain 77a, Villain 77b, Villain 77c, Teitel 83, Miyashita 84, Lee 84a,
Lee 86, Miyashita 86, Kawashima 89],

Oz
chiral ≡

1

2
√
3

∑
�
(σi × σj + σj × σk + σk × σi)z . (4.4)

Here the summation runs over all the upright triangles of the lattice. The set of the
subscripts i, j and k denotes three sites which surround the triangle i-j-k anticlockwise
as is shown in Fig. 4.3. Below a temperature the inversion symmetry

Oz
chiral ←→ −Oz

chiral (4.5)

may break spontaneously. (In two dimensions, continuous symmetries do not break
spontaneously at finite temperatures; however, a discrete symmetry can break.)

The problem here is whether the chiral order persists for the quantum system. Numer-
ical calculations and analytic arguments suggest the existence of the transition around the
XY -model region, Jz � 0 [Fujiki 86, Fujiki 87a, Fujiki 87b, Nishimori 88, Matsubara 88,
Fujiki 91, Momoi 92a, Momoi 92b, Masui 92].

As regards numerical studies on quantum systems, the approximate transformation
from a d-dimensional quantum system to a (d+ 1)-dimensional classical system via the
Suzuki-Trotter formula [Trotter 59, Suzuki 76a, Suzuki 77c],

e−βH = lim
n→∞

(
e−βH1/ne−βH2/n

)n
with H = H1 +H2, (4.6)

is now employed frequently. In the world-line approach of the method [Suzuki 76b,
Suzuki 77b], the partition function of the quantum system described by the Hamiltonian
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H is transformed into the following form:

Zq ≡
∑
{σ}1

〈{σ}1| e−βH |{σ}1〉

= lim
n→∞

∑
{σ}

〈{σ}1| e−βH1/n |{σ}2〉 〈{σ}2| e−βH2/n |{σ}3〉 × · · ·

· · · × 〈{σ}2n| e−βH2/n |{σ}1〉 ≡ lim
n→∞

∑
{σ}

W{σ}. (4.7)

Here each {|{σ}i〉} denotes a complete set of representation basis states. Now the ap-
proximate Boltzmann weight W is a product of local Boltzmann factors; for example,
the product of the factor

w(σ1, σ2, σ3, σ4) ≡ 〈σ1, σ2| e−βHij/n |σ3, σ4〉 , (4.8)

where Hij denotes a local two-site Hamiltonian. Hence a suitable stochastic process for
a Monte Carlo simulation can be constructed in the extended phase space

{σ} ≡ {{σ}1, {σ}2, · · · , {σ}2n} . (4.9)

Unfortunately, the method is not applicable to the frustrated spin systems at low tem-
peratures because of the negative-sign problem. In the case of frustrated spin systems,
the Boltzmann weight becomes negative for some states. (If there are no frustrations,
though the local weights (4.8) may be negative, the whole product of them is always
positive. In this case we are free from the negative-sign problem.) We cannot carry
out a Monte Carlo simulation of the system as it is. The Boltzmann weight of a state
is interpreted as the probability of appearance of the state in the course of the simula-
tion, and the probability must be positive. A prescription used so far to circumvent the
difficulty results in deteriorated statistics at low temperatures.

Here we propose a method of easing the negative-sign problem. First, we describe
the origin of the negative-sign problem in Section 4.2. We present an argument on exact
estimation of a statistical error. In Appendix 4.A and Appendix 4.B we show examples
of applications of the argument of Section 4.2. In Section 4.3 we propose application of
the reweighting method to the quantum Monte Carlo simulation, in order to overcome
the negative-sign problem.

4.2 Negative-sign problem

In this section we describe the origin of the negative-sign problem. An argument on esti-
mation of the statistical error is given. Examples of application of the present argument
are given in Appendix 4.A and Appendix 4.B.

The estimation of the statistical error is important because of the following reason.
It has been known by experience that the negative-sign problem depends on the quanti-
zation axis of spins, or the spin representation [Loh 85b]. The spin representation which
eases the negative-sign problem may be related to the ground-state spin-configuration of
the models. A trivial example is that, if one makes use of the eigenstates of the models,
the Boltzmann weight is always positive. From both the physical and practical point
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of view, optimization of the spin representation is an interesting subject. Studies on
the optimization, however, has not been done extensively. One of the reasons of this
reservation may be lack of methods by which one can discuss exactly the dependence of
the negative-sign problem on the spin representation. The growth rate of the statisti-
cal error for a specific spin representation has been obtained only after massive Monte
Carlo calculations, which may result in waste of CPU time! We want to estimate the
statistical error before massive simulations; this is our motivation here. By the argument
described below, one can estimate it performing exact diagonalization of small systems.
The argument can be used for preliminary trial of a quantum Monte Carlo algorithm.

As is shown in the previous section, when we apply the Suzuki-Trotter transformation
to the frustrated spin systems, we have a classical system whose Boltzmann weight may
be negative:

Zn ≡
∑
{σ}

W{σ} (4.10)

where W{σ} < 0 for some configurations {σ}.
The naive solution of the negative-sign problem is to use the following identity

[Hirsch 82, Takasu 86] for measurement of a quantity Q:

〈Q〉n =

∑
QW∑
W

=

∑
QRW ′∑
RW ′ =

∑
QRW ′∑
W ′

/ ∑
RW ′∑
W ′ . (4.11)

Here we have prepared another classical system whose Boltzmann weight is the absolute
value of the classical system (4.10):

Z ′
n ≡

∑
{σ}

W ′{σ} (4.12)

with
W ′{σ} ≡ |W{σ}| . (4.13)

The symbol R in (4.11) stands for the sign of W , namely

R{σ} ≡ sign(W{σ}). (4.14)

Hereafter we refer to the system (4.12) as the “positive-weight” system.
The quantity Q, (4.11), is thereby measured in simulations of the system defined by

the new Boltzmann weight W ′:

〈Q〉n =
〈QR〉′MCS

〈R〉′MCS

. (4.15)

where 〈· · ·〉′MCS stands for Monte Carlo average in simulations of the system W ′. The
denominator of (4.15),

〈R〉′MCS =

∑
RW ′∑
W ′ =

∑
W∑
W ′ =

Zn

Z ′
n

. (4.16)

is often called the negative-sign ratio.
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The first part of the negative-sign problem is thereby solved. Nevertheless this solu-
tion is exactly the point from which the second part of the problem comes; a statistical
error of the negative-sign ratio grows rapidly at low temperatures or for large systems.

The fact is understood as follows. The numerator of (4.16) is, in the limit n → ∞,
the partition function of the quantum system, Zq. For the time being, we assume that
the denominator of (4.16), Z ′

n, converges to the partition function of another quantum
system, Z ′

q. This assumption is confirmed later. We have

Zq = e−βF and Z ′
q = e−βF ′

, (4.17)

where F (F ′) stands for the free energy of the system Zq (Z
′
q). The negative-sign ratio

is given by
〈R〉′MCS = e−β(F−F ′) as n → ∞. (4.18)

The value 〈R〉′MCS is bounded to the above by unity, and therefore

F > F ′. (4.19)

First, at low temperatures we can replace F and F ′ by the ground-state energies
Eg and E ′

g of the systems Zq and Z ′
q respectively, and hence [Morgenstern 89, Loh 90,

Hamann 90, Hatano 91b]

〈R〉′MCS � e−β(Eg−E′
g) as β → ∞. (4.20)

Second, assuming the extensivity of the free energy, we have [Hirsch 82]

〈R〉′MCS � e−β(f−f ′)N as N → ∞, (4.21)

where N is the system size, and f (f ′) is the free-energy density of the system Zq (Z
′
q).

The statistical error of the negative-sign ratio is given by [Muller-Krumbhaar 73]

∆ 〈R〉′MCS =

√
2τ + 1

M

√
〈R2〉′MCS − 〈R〉′MCS

2
=

√
2τ + 1

M

√
1− 〈R〉′MCS

2
, (4.22)

where τ denotes auto-correlation time of the simulation dynamics, and M denotes the
number of Monte Carlo steps. The relative error of the negative-sign ratio behaves as

∆ 〈R〉′MCS

〈R〉′MCS

=

√
2τ + 1

M

√√√√ 1

〈R〉′MCS

2 − 1 =

√
2τ + 1

M

√√√√(Z ′
q

Zq

)2
− 1 (4.23)

�
√
2τ + 1

M
×
{

eβ(Eg−E′
g) � 1 as β → ∞,

eβ(f−f ′)N � 1 as N → ∞.
(4.24)

At low temperatures or for large systems, the statistical error grows rapidly, and hence
we cannot precisely estimate the negative-sign ratio and physical quantities (4.15) by
Monte Carlo simulations.

The deteriorated statistics (4.24) can be roughly interpreted as follows
[Morgenstern 89]; see Fig. 4.4. At low temperatures the canonical distribution of the
quantum system in the Hilbert space has a sharp peak in the vicinity of the true ground
state ψg (see Fig. 4.4). On the other hand, the importance sampling in actual simulations
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Figure 4.4 The distribution functions of
states for Zq and Z ′

q. The overlap be-
tween them (the shaded part) decreases
rapidly, when the peaks of the distribu-
tions become sharp; compare (a) and (b).

is based on the positive-weight system Z ′
q. Configurations generated in the simulations

follow the distribution which has a peak in the vicinity of the ground state ψ′
g of the

positive-weight system. If the ground states ψg and ψ′
g are appreciably different from

each other, the two canonical distributions scarcely overlap. Thus we count many con-
figurations in vain. (The excess configurations are cancelled with each other in (4.16),
owing to the sign R.) Effective number of configurations sampled in simulations may
decreases exponentially, hence the deteriorated statistics.

The same argument can be made in the case of simulating a large system. As the
system size increases, the peak width of the canonical distribution of the system decreases
as 1/

√
N according to the central-limit theorem. The overlap between the canonical

distributions of the original quantum system and the positive-weight system thereby
decreases.

This interpretation of the origin of the negative-sign problem motivates us to find out
the explicit form of the Hamiltonian H′ of the positive-weight system Z ′

q. Making use of
it, we can exactly estimate the growth rate of the statistical error of the negative-sign
ratio in (4.23).

The form H′ can be obtained as follows.

By definition, the positive-weight partition function is

Z ′
q = lim

n→∞Tr

[
T ′
(
−β

n

)]n
, (4.25)

where T ′ is the transfer matrix defined by

〈{σ}1| T ′ |{σ}3〉 =
∑
{σ}2

∣∣∣〈{σ}1| e−βH1/n |{σ}2〉
∣∣∣ · ∣∣∣〈{σ}2| e−βH2/n |{σ}3〉

∣∣∣ . (4.26)

Let us define the Hamiltonian H′ as an expansion coefficient of the transfer matrix,
i.e.,

T ′
(
−β

n

)
= I − β

n
H′ +O

(
β2

n2

)
, (4.27)

where I denotes the identity matrix. Indeed, the definition of the exponential function

ex ≡ lim
n→∞

(
1 +

x

n

)n

(4.28)

yields

Z ′
q = Tr e−βH′

. (4.29)
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The expansion of the original transfer matrices gives

〈{σ}1| e−βHi/n |{σ}2〉 = I − β

n
〈{σ}1|Hi |{σ}2〉+O

(
β2

n2

)
, (4.30)

for i = 1, 2. On the other hand, we define partial Hamiltonians of the positive-weight
system by the expansion of the matrices in the right-hand side of (4.26):

∣∣∣〈{σ}1| e−βHi/n |{σ}2〉
∣∣∣ = I − β

n
〈{σ}1|H′

i |{σ}2〉+O

(
β2

n2

)
. (4.31)

We compare (4.31) with (4.30) element by element. For a sufficiently large n, all
the diagonal elements of (4.30) are positive owing to the leading unity. Therefore each
diagonal element of (4.31) equals to that of (4.30). This yields, in the first order of β/n

〈{σ}1| H′
i |{σ}1〉 ≡ 〈{σ}1|Hi |{σ}1〉 . (4.32)

On the other hand, some of the off-diagonal elements may be negative, because of the
leading term 〈{σ}1| H′

i |{σ}2〉. In the first order of β/n, taking the absolute value of the
off-diagonal elements leads to

〈{σ}1|H′
i |{σ}2〉 ≡

∣∣∣∣〈{σ}1|Hi |{σ}2〉
∣∣∣∣ for {σ}1 �= {σ}2. (4.33)

Finally, we obtain the positive-weight Hamiltonian H′ with

〈{σ}1|H′ |{σ}2〉 ≡ 〈{σ}1| H′
1 |{σ}2〉+ 〈{σ}1|H′

2 |{σ}2〉 . (4.34)

Now that we know the explicit expressions of H and H′, we can calculate the partition
functions Zq and Z ′

q at least for small systems, and estimate the statistical (4.23) before
we perform Monte Carlo simulations.

We give, in Appendices 4.A and 4.B, examples of the application of the present
argument. In Appendix 4.A we discuss the negative-sign problem of the fractal decom-
position. In Appendix 4.B we discuss the dependence of the negative-sign problem on
the spin representation.

Incidentally, we point out that, as for usual cell-decompositions [Suzuki 87b, Takasu 86
Nakamura 92a, Nakamura 92b], the above discussion does not depend even quantita-
tively on ways of setting up unit cells. If we enlarge the unit cell, the behavior in the
limit n → ∞,(4.24), does not change.

Finally, the discussion here cannot be applied directly to the negative-sign problem in
the auxiliary-field algorithm [Hirsch 83c, Hirsch 85a]. It may be a challenging problem
to find out a method of estimating dependence of the negative-sign problem on the way
of the Stratonovich-Hubbard decoupling [Batrouni 90].

4.3 Reweighting method

In this section we propose an application of the reweighting method to the quantum
Monte Carlo simulations in order to circumvent the negative-sign problem.
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In the previous section we have observed that the negative-sign problem comes from
the difference between the original Hamiltonian H and the positive-weight Hamiltonian
H′. This situation is against the spirit of the importance sampling. In the importance-
sampling method we efficiently sample configurations whose Boltzmann weights are large.
In the method (4.12)-(4.16), however, we sample many configurations in vain.

We notice that the choice of the positive-weight system, (4.13), is not necessary for
the formulae (4.11)-(4.16) to hold. The formulae hold for any set of Boltzmann weight
{W ′} if we change the definition of the negative-sign ratio from (4.14) to the form

R{σ} ≡ W{σ}
W ′{σ} . (4.35)

Hence we can define another positive-weight Hamiltonian H′. The Boltzmann weight
W ′ is obtained through the Suzuki-Trotter transformation, (4.6)-(4.8):

Z ′
q = Tr e−β′H′

= lim
n→∞

∑
{σ}

W ′. (4.36)

(It is possible to choose β ′ different from β.) We may ease the negative-sign problem by
preparing a positive-weight system more similar to the original system [Nakamura 92a,
Nakamura 92b].

The formulae (4.11)-(4.16) have been used in Monte Carlo simulations of classical
systems as the “reweighting method”. The method was proposed at first for evalu-
ation of the free energy [Salsburg 59, Valleau 72, Torrie 74]. Recently the method is
re-proposed for studies on phase transitions, under the name of the “histogram method”
[Ferrenberg 88, Ferrenberg 89, Hu 92]. The histogram method has been successfully ap-
plied to the Ising model [Ferrenberg 91] and to the random Potts model [Chen 92]. The
validity of the method is examined in [Munger 91].

The conditions which the positive-weight systemH′ should satisfy are given as follows:
(i) The Boltzmann weight W ′ resulting from H′ is always positive. (ii) The ground state
of the positive-weight Hamiltonian is similar to the expected ground state of the original
Hamiltonian; for example, the positive-weight system has the same order as the one the
original system has. (iii) To put the condition (ii) more practically, the statistical error
of the negative-sign ratio is small.

Let us describe an example. We consider the J1-J2 model, (4.1). In the region
J2 � J1, we expect that the Néel order insists. When we apply the prescription (4.10)-
(4.14), the positive-weight system H′ turns out to be described by

H′
abs = J1

∑
〈i,j〉

σi · σj + J2
∑′

〈i,j〉
(
−σx

i σ
x
j − σy

i σ
y
j + σz

i σ
z
j

)
, (4.37)

according to the argument (4.25)-(4.34). The ferromagnetic off-diagonal interaction of
the second term of (4.37) may destroy the expected Néel order too strongly. Then the
ground state of the positive-weight Hamiltonian (4.37) may differ from the true ground
state so much that we have the deteriorated statistics.

We can define a positive-weight Hamiltonian for the reweighting method which sat-
isfies the conditions (i) and (ii) above, in the form [Nakamura 92a, Nakamura 92b],

H′
rwt ≡ J1

∑
〈i,j〉

σi · σj + J2
∑′

〈i,j〉 σ
z
i σ

z
j . (4.38)
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Because of the absence of the antiferromagnetic off-diagonal interaction of the second
term, the Boltzmann weight W ′ resulting from (4.38) is always positive; hence the con-
dition (i) is satisfied.

Concerning the condition (ii), we can expect that the Néel order insists for the Hamil-
tonian H′

rwt more strongly than for H′
abs. Though we cannot solve the negative-sign

problem completely by employing H′
rwt, we may reach a lower temperature using H′

rwt

than using H′
abs. When the collinear order is expected to exist (for α � 1), we should

define another positive-weight Hamiltonian which induces the collinear order.
In order to confirm that the Hamiltonian (4.38) satisfies the condition (iii), we need to

estimate the statistical error of the negative-sign ratio which appears in the reweighting
method. The estimation can be made in a way similar to (4.22)-(4.23), which we describe
in the following.

The formula (4.23) should be modified to

∆ 〈R〉′MCS

〈R〉′MCS

=

√
2τ + 1

M

√√√√√
〈
R2
〉′
MCS

〈R〉′MCS

2 − 1. (4.39)

Using the definition (4.35), we have

〈
R2
〉′
MCS

〈R〉′MCS

2 =

∑(
W

W ′

)2
W ′
/∑

W ′

(∑ W

W ′W
′
/∑

W ′
)2 =

∑
W ′ ×

∑W 2

W ′(∑
W
)2 . (4.40)

The factors
∑

W and
∑

W ′ in the right-hand side of (4.40) are the partition functions
Zn and Z ′

n respectively, which turn out to be Zq and Z ′
q in the limit n → ∞.

Concerning the factor
∑

W 2/W ′, we can develop an argument similar to (4.25)-(4.34).
Thus we have

lim
n→∞

∑W 2

W ′ = Z ′′
q = Tr e−β′′H′′

. (4.41)

Here the new Hamiltonian H′′ is defined as follows. The diagonal elements of H′′ is given
by

〈{σ}1| (−β′′H′′) |{σ}1〉 = 〈{σ}1| (−2βH + β ′H′) |{σ}1〉 , (4.42)

while the off-diagonal elements is defined by

〈{σ}1| (−β′′H′′) |{σ}2〉 =

[
〈{σ}1| (−βH) |{σ}2〉

]2
〈{σ}1| (−β′H′) |{σ}2〉

for {σ}1 �= {σ}2, (4.43)

provided 〈{σ}1| (−β′H′) |{σ}2〉 �= 0.
Finally we obtain 〈

R2
〉′
MCS

〈R〉′MCS

2 �
Z ′
qZ

′′
q

Z2
q

as n → ∞, (4.44)

and hence
∆ 〈R〉′MCS

〈R〉′MCS

�
√
2τ + 1

M

√√√√Z ′
qZ

′′
q

Z2
q

− 1. (4.45)
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Figure 4.5 The error estimate (4.45) except the prefactor
√
(2τ + 1)/M in the case of

the usage of H′
rwt (©). We compare it with (4.23) for H′

abs (+). The temperature is
defined as β = 1.0 (– · –), β = 1.5 (– – –) and β = 2.0 (——).

We applied the formula (4.45) to the J1-J2 model, (4.1), coupled with the positive-
weight Hamiltonian (4.38). We diagonalized the Hamiltonians H, H′

rwt and H′′ of size
3 × 3, and obtained the error estimate (4.45) except the prefactor

√
(2τ + 1)/M . The

result is shown in Fig. 4.5. (For simplicity we confine ourselves to the case β = β ′, that is,
the temperature of the positive-weight system equals to that of the original system.) We
also calculate the error estimate (4.23) using the HamiltonianH′

abs, (4.37), and compared
it with the error estimate (4.45).

Near α ∼ 0.5 we observe a great improvement of the error. The error estimate of
(4.45) for H′

rwt is about 10
3 times smaller than that of (4.23) for H′

abs at the temperature
T = 1/β = 0.5.

Note that we did not estimate the auto-correlation time τ in the prefactors of (4.23)
and (4.45). The correlation time for H′

rwt is indeed greater than that for H′
abs. This is

caused by the absence of the off-diagonal interaction in (4.14); appearance of some of the
world-line configurations is suppressed. This slow dynamics is a problem accompanying
the present reweighting method. We might solve the problem by employing some cluster
spin-flip dynamics.

The present method has been successfully applied to the J1-J2 model [Nakamura 92a,
Nakamura 92b, Nakamura 92c]; see Fig. 4.6.
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Figure 4.6 The Néel order parameter estimated for the 8×8 system by the reweighting
quantum Monte Carlo simulation. (From [Nakamura 92c].)



4.4. Summary 39

a b c d a

a b c d a

e
f g h e

A AB B

C CDD

Figure 4.7 We treat theXXZ model on
a triangular lattice of size 4 × 2. We de-
compose the system into four parts, as is
described in (4.46).

4.4 Summary

In this chapter we have discussed on the negative-sign problem. We have presented
the argument on the exact estimation of the statistical error of the negative-sign ratio.
Based on the discussion, we have proposed the application of the reweighting method
to the quantum Monte Carlo simulations to circumvent the negative-sign problem. We
would like to stress that we have pointed out the possibility of choosing the positive-
weight system different from (4.13). Indeed the method may not necessarily always work;
however, the optimization of the positive-weight system becomes possible.

4.A Fractal decompositions and the negative-sign

problem§
In the present appendix we describe an example of the application of the argument given
in Section 4.2. We conclude that Monte Carlo simulations by the fractal decomposition
are critical at low temperatures because of the negative-sign problem.

The calculations in the present appendix were performed for the spin 1/2 antifer-
romagnetic XXZ model on the triangular lattice, (4.3), of size 4 × 2 with periodic
boundary conditions, as illustrated in Fig. 4.7. Hereafter the following three cases of the
parameters Jxy and Jz are examined; namely the Ising-like case (Jxy = 1/4, Jz = 1), the
isotropic Heisenberg case (Jxy = Jz = 1), and the XY -like case (Jxy = 1, Jz = 1/4).

To apply the Suzuki-Trotter decomposition to the density matrix exp(−βH), the
total Hamiltonian is decomposed into the following four parts [Takasu 86]:

H = HA +HB +HC +HD, (4.46)

as illustrated in Fig. 4.7.

We compare the following two kinds of the Suzuki-Trotter decomposition with each
other. (a) the second-order decomposition [Suzuki 85d, Fye 86],

e−βH =

[
S2

(
−β

n

)]n
+O

(
β3

n2

)
, (4.47)

where

S2(x) ≡ exHA/2exHB/2exHC/2exHDexHC/2exHB/2exHA/2 = exH +O(x3), (4.48)

§The content of this section was published in [Hatano 91b].
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and (b) the fourth-order decomposition [Suzuki 90, Suzuki 91]

e−βH =

[
S4

(
−β

n

)]n
+O

(
β5

n4

)
, (4.49)

where

S4(x) ≡ S2(p2x)S2(p2x)S2((1− 4p2)x)S2(p2x)S2(p2x) = exH +O(x5), (4.50)

with
4p32 + (1− 4p2)

3 = 0, or p2 = (4− 3
√
4)−1 � 0.41449 · · · . (4.51)

The parameter p2 is chosen to cancel out the third-order corrections of the product of the
five operators S2 in (4.50). The fourth-order correction proves to vanish automatically
[Suzuki 90, Suzuki 91]. Note that the propagator S4(−β) yield a to-and-fro path in the
direction of the imaginary time τ = 0 → β, owing to the part (1− 4p2) < 0 in (4.50).

Following the procedure (4.7), we have

Zq � Z2(β) = Tr

[
S2

(
− β

n2

)]n2

=
∑
{σ}

W2({σ}) (4.52)

and

Zq � Z4(β) = Tr

[
S4

(
− β

n4

)]n4

=
∑
{σ}

W4({σ}). (4.53)

For the present case, there do exist [Takasu 87] some configurations {σ} whose
weights W ({σ}) are negative. Furthermore for the fractal decomposition, it is essen-
tial [Suzuki 91] that negative temperatures appear at some interactions, e.g., we have
the negative coefficient (1−4p4)β � −0.658β < 0 in the decomposition (4.50). Then neg-
ative Boltzmann weights appear even in non-frustrated systems, as well as in frustrated
ones.

The positive-weight system is given by the transfer matrix

〈{σ}1|S ′
2(−β)|{σ}7〉

≡
∣∣∣〈{σ}1|e−βHA|{σ}2

〉∣∣∣ ∣∣∣〈{σ}2|e−βHB/2|{σ}3
〉∣∣∣ · · · ∣∣∣〈{σ}6|e−βHB/2|{σ}7

〉∣∣∣ . (4.54)
instead of (4.26). The operator (4.54) gives the partition function of the new system to
be simulated in the following form:

Z ′
2(β) ≡ Tr

[
S ′
2

(
− β

n2

)]n2

=
∑
{σ}

|W2({σ})| . (4.55)

As for the fractal decomposition (4.50), the following operator should be used instead of
(4.54):

S ′
4(−β) ≡ S ′

2(−p2β)S
′
2(−p2β)S2(−(1− 4p2)β)S

′
2(−p2β)S

′
2(−p2β). (4.56)

Note that the part S2(−(1−4p2)β) must be a non-prime-operator, because the coupling
(1−4p2)Jxy turns ferromagnetic here owing to the inequality (1−4p2) < 0. The partition
function to be simulated is given by

Z ′
4(β) ≡ Tr

[
S ′
4

(
− β

n4

)]n4

=
∑
{σ}

|W4({σ})| . (4.57)
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Figure 4.8 We calculated the error es-
timate (4.23) in the XY -like case, using
the second-order decomposition, S2, (– –
–), and using the fourth-order decompo-
sition, S4, (——).

The systems Z ′
2(β) and Z ′

4(β) defined by (4.55) and (4.57) converge in the limit of
n → ∞ as follows:

Zq2 = lim
n→∞Z ′

2(β) = Tr e−βH′
2 , and Zq4 = lim

n→∞Z ′
4(β) = Tr e−βH′

4 . (4.58)

The Hamiltonian H′
2 is defined by the operator expansion of (4.27) of S ′

2 in the
following form:

S ′
2

(
−β

n

)
= I − β

n
H′

2 +O

(
β2

n2

)
, (4.59)

with
H′

2 ≡
∑
〈i,j〉

[
−Jxy(σ

x
i σ

x
j + σy

i σ
y
j ) + Jzσ

z
i σ

z
j

]
. (4.60)

The expansion of the operator S ′
4(−

β
n ) defined by (4.56) gives the definition of H′

4 as
follows:

S ′
4(−

β

n
) =

(
I − p2

β

n
H′

2

)2 (
I − (1− 4p2)

β

n
H
)(

I − p2
β

n
H′

2

)2
+O

(
β2

n2

)

= I − β

n
H′

4 +O

(
β2

n2

)
, (4.61)

with

H′
4 = 4p2H′

2 + (1− 4p2)H
=
∑
〈i,j〉

[
−(8p2 − 1)Jxy(σ

x
i σ

x
j + σy

i σ
y
j ) + Jzσ

z
i σ

z
j

]
. (4.62)

The coefficient (8p2 − 1) originates from the total length 4|p2| + |1 − 4p2|(> 1) of the
to-and-fro path mentioned below (4.51).

We have calculated the error estimates using Z ′
2 and Z ′

4 for a sufficiently large Trotter
number n (� β); see Fig. 4.8. We observe the deteriorated statistics, particularly in the
case of the fractal decomposition S4.

We calculated the ground-state energy, Eg, E
′
g2 and E ′

g4, of H, H′
2, and H′

4, respec-
tively, by exact diagonalization; see Table 4.1. The energy of the system Z ′

4(β) becomes
far lower than those of the other two systems. The ferromagnetic interaction ofH′

2, −Jxy,
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Ising-like Heisenberg XY -like
Eg or E ′

g Eg −E ′
g Eg or E ′

g Eg − E ′
g Eg or E ′

g Eg − E ′
g

Zexact −12.0 — −24.0 — −18.0 —
Z ′
2 −13.3 · · · 1.3 · · · −33.6 · · · 9.6 · · · −29.4 · · · 11.4 · · ·

Z ′
4 −22.0 · · · 10.0 · · · −70.4 · · · 46.4 · · · −66.5 · · · 48.5 · · ·

Table 4.1 The ground-state energies of the systems Zexact, Z ′
2, and Z ′

4 in the limit of
n → ∞.

results in the inequality E ′
g2 < Eg. Moreover the enhanced ferromagnetic interaction of

H′
4, −(8p2 − 1)Jxy � −2.3Jxy, results in the inequality E ′

g4 < E′
g2.

The argument shown in Fig. 4.4 can be explained by an illustrative example, that
is the XXZ model on a triangular. The energy eigenvalues of the system are 3Jz,
−Jz − 2Jxy, and −Jz + 4Jxy. The ground-state energy in the case of Jz, Jxy > 0 is
Eg = −Jz − 2Jxy. When the coupling Jxy is switched to ferromagnetic, −Jxy, as in
(4.60), the ground-state energy becomes E ′

g2 = −Jz − 4Jxy(< Eg). The eigenvector of
this eigenvalue is different from the one of the eigenvalue Eg = −Jz − 2Jxy. Thereby
we have the situation shown in Fig. 4.4. For the Hamiltonian, (4.62), the ground-state
energy becomes E ′

g4 = −Jz−4(8p2−1)Jxy, which is even lower than E ′
g2. The distribution

peak around the eigenvector of E ′
g4 becomes narrower, and hence the statistics is further

deteriorated.
To summarize the present appendix, though the fractal decomposition is useful in

transfer-matrix calculations, Monte Carlo simulations by the fractal decomposition are
critical at low temperatures.

4.B Representation basis and the negative-sign

problem¶
We describe another example of the application of the argument in Section 4.2. We show
the dependence of the negative-sign problem on the choice of the representation bases
|{σ}〉.

We treat the antiferromagnetic XXZ model (with exchange interactions Jz and Jxy)
on a triangular lattice, (4.3), or

−βH ≡
∑
〈i,j〉

[
Kxyσ

x
i σ

x
j +Kxyσ

y
i σ

y
j +Kzσ

z
i σ

z
j

]
=
∑
〈i,j〉

[
2Kxy

(
σ+i σ−

j + σ−
i σ+j

)
+Kzσ

z
i σ

z
j

]
, (4.63)

where
Kz ≡ βJz and Kxy ≡ βJxy. (4.64)

In (4.63) we assume implicitly that the representation basis is the direct product of
the eigenstates of z-components of spins. Hereafter (4.63) will be referred to as the “Sz

representation”.

¶The content of this section was published in [Hatano 92].
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Figure 4.9 The region of appearance of
the negative-sign problem; (A) the Sz

representation and (B) the Sx represen-
tation.

We also test, as the representation basis, the direct product of the eigenstates of
x-component of spins. This is equivalent to the rotation of the quantization axis. We
rewrite (4.63) in the form

−βH ≡
∑
〈i,j〉

[
Kxyσ

z
i σ

z
j +Kxyσ

y
i σ

y
j +Kzσ

x
i σ

x
j

]
=
∑
〈i,j〉

[
Kxyσ

z
i σ

z
j + (Kz +Kxy)

(
σ+i σ−

j + σ−
i σ+j

)
+ (Kz −Kxy)

(
σ+i σ+j + σ−

i σ−
j

)]
. (4.65)

Hereafter (4.65) will be referred to as the “Sx representation”.
As is shown below, we observe the following results: First, we can avoid the negative-

sign problem in the region −Kz < Kxy < 0 by using the Sx representation; see Fig. 4.9.
Next, the energy difference

∆ ≡ Eg − E ′
g (4.66)

in (4.24) is smaller for the Sx representation than for the Sz representation in the anti-
ferromagnetic XY -like region (|Kxy| > |Kz|), though the difference is not so big unfor-
tunately; see Fig. 4.10.

Provided that Kxy < 0, the positive-weight Hamiltonian through the Sz representa-
tion is obtained by

−βH′
Sz

=
∑
〈i,j〉

[
2 |Kxy|

(
σ+i σ−

j + σ−
i σ+j

)
+Kzσ

z
i σ

z
j

]
. (4.67)

The term
Kxy

(
σ+i σ−

j + σ−
i σ+j

)
(4.68)

of (4.63) results in negative matrix elements. In most quantum Monte Carlo calcula-
tions, the Hamiltonian (4.63) is decomposed into several partial Hamiltonians of cells
on the lattice [Suzuki 87b, Takasu 86, Nakamura 92a, Nakamura 92b]. For such cell-
decompositions, each Kxy term in the summand of (4.63) corresponds to one off-diagonal
element of (4.30). Hence the definition (4.33) yields (4.67).
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Figure 4.10 The energy difference ∆ per bond evaluated for the 3 × 3 system in the
antiferromagnetic region (Jxy, Jz < 0): the Sz representation (——) and the Sx repre-
sentation (– – –). The symbols a, b and c on the abscissa correspond to the parameter
points indicated in Fig. 4.9. The results calculated with the fractal decomposition are
also plotted; the Sz representation (· · ·) and the Sx representation (– · –).
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As for the model on bipartite lattices, the Hamiltonian (4.67) is connected with
the Hamiltonian (4.63) through a unitary transformation [Makivic 91], which does not
change the energy spectrum of the model. This fact justifies the neglect of the sign of
the Boltzmann weights in simulations of the model on bipartite lattice.

As for the XY model (Jz = 0) on frustrated lattices, it turns out that, in the Sz

representation, we simulate a ferromagnetic model to understand the fully frustrated
model, which inevitably results in the deteriorated statistics.

Meanwhile, the off-diagonal elements of the Sx representation come from the second
and third terms of the right-hand side of (4.65). We can select the sign of the third term
arbitrarily by further rotations of the axis, and consequently only the second term may
cause the negative-sign problem. Hence the problem appears in the region Kz+Kxy < 0,
which is different from that of the case of the Sz representation (Fig. 4.9).

In the region Kz, Kxy < 0, the positive-weight Hamiltonian through the Sx represen-
tation is now

−βH′
Sx

=
∑
〈i,j〉

[
Kxyσ

z
i σ

z
j + |Kz +Kxy|

(
σ+i σ−

j + σ−
i σ+j

)
+ |Kz −Kxy|

(
σ+i σ+j + σ−

i σ−
j

)]
. (4.69)

We evaluated the energy difference ∆ in the cases of (4.67) and (4.69) for the 3 × 3
system with periodic boundary conditions, and we obtained the results shown in Fig.
4.10.

Incidentally, in Appendix 4.A we reported on the negative-sign problem in the fractal
decomposition [Suzuki 90, Suzuki 91]

S4(x) ≡ S2(px)
2S2((1− 4p)x)S2(px)

2 = exH +O(x5), (4.70)

with
p ≡ (4− 3

√
4)−1 (4.71)

and
S2(x) ≡ exH1/2exH2exH1/2 = exH +O(x3). (4.72)

The positive-weight Hamiltonian corresponding to the decomposition (4.70) was found
to be different from (4.67). Our conclusion was that [Hatano 91b] the convergence of the
fractal decomposition,

lim
n→∞Tr

[
S4

(
−β

n

)]n
, (4.73)

is rather rapid, but the negative-sign problem is more serious for the fractal decomposi-
tion than for the usual one.

Here we also evaluated ∆ through the decomposition (4.70) and compared the cases
of the Sz and Sx representations. The results plotted in Fig. 4.10 show that, for the
fractal decomposition, the energy difference ∆ is also suppressed in the XY -like region.





Chapter 5

Quantum Monte Carlo and Related
Methods‖

Quantum Monte Carlo methods are reviewed with emphasis on their
methodological aspects. Methods based on the Suzuki-Trotter approxima-
tion are mainly described.

5.1 Introduction

In this chapter we review quantumMonte Carlo methods, emphasizing its methodological
aspects. In this section, before reviewing quantum Monte Carlo methods, we briefly de-
scribe the Monte Carlo method for the classical statistical mechanics. (For more detailed
reviews on the classical Monte Carlo methods, see [Binder 79, Binder 84, Binder 92].)
In addition, we introduce some quantum models.

In the classical statistical mechanics we obtain an expectation value of a quantity Q
in the following form:

〈Q〉 ≡
∑

Qe−βE∑
e−βE

, (5.1.1)

where the summation runs over all the possible configurations of the system. The number
of the summands is huge for many-body systems, and we could not calculate the whole
summation in many cases. We sample some of the summands by Monte Carlo methods.

A straightforward application of the simple sampling results in deteriorated statistics
at low temperatures. At low temperatures only a small part of all the configurations
contributes to the summation in (5.1.1) because of the factor e−βE . If we sample configu-
rations uniformly, most of the sampled configurations have little contribution to (5.1.1).

It is preferable that we sample configurations at a rate proportional to the factor
e−βE. Then the expectation value is given by

〈Q〉 = 1

M

M∑
t=1

Q(t), (5.1.2)

where the summation runs over the sampled configurations. The larger the weight e−βE

‖A part of this chapter will be published in [Hatano 93c].
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flip

Figure 5.1 A flip trial of an Ising spin.

of a configuration is, the more frequently the configuration is sampled. Thus we can
recover from the deteriorated statistics. This is the essence of the importance sampling.

The Monte Carlo dynamics for the importance sampling is proposed first by Metropo-
lis [Metropolis 53]. We use a Markov process to define the dynamics. Consider the Ising
model. We define a flip trial of an Ising spin; see Fig. 5.1. By flipping the spin, we
change the energy of the system from E to E ′. We calculate the following ratio:

R ≡ e−βE′

e−βE . (5.1.3)

Because of locality of the interaction, we can calculate the ratio easily by knowing the
configuration of only the neighboring spins. The probability of flipping the spin is given
by

Pflip = min [1, R] or Pflip ≡ R

1 +R
, (5.1.4)

according to the Metropolis algorithm or the heat-bath algorithm respectively. We com-
pare the probability with a random number Prnd; when Prnd < Pflip, we actually flip the
spin and proceed to another flip trial.

Let us introduce two quantum mechanical models, namely the Heisenberg model and
the Hubbard model.

The quantum Heisenberg model is described by the Hamiltonian

H = −J
∑
〈i,j〉

σi · σj , (5.1.5)

where σ denotes the Pauli operators σx, σy and σz. The noncommutability,

[σµ, σν ] �= 0 for µ �= ν, (5.1.6)

results in quantum fluctuations.
Another interesting model is the Hubbard Hamiltonian [Hubbard 63], which is a

model to describe strongly correlated electrons on a lattice:

H ≡ K + V. (5.1.7)

Here K denotes the kinetic energy of tight-binding electrons,

K ≡ −t
∑
〈i,j〉

∑
σ=↑,↓

(
c†iσcjσ + c†jσciσ

)
, (5.1.8)

and V is the on-site Coulomb energy plus the chemical potential,

V ≡ U
∑
i

(
ni↑ −

1

2

)(
ni↓ −

1

2

)
− µ
∑
i

∑
σ=↑,↓

niσ. (5.1.9)
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The noncommutability
[K, V ] �= 0 (5.1.10)

results in quantum fluctuations.
Naive extension of the procedure (5.1.3)-(5.1.4) to quantum systems results in a

difficulty. In the quantum statistical mechanics we calculate the expectation value of a
quantity in the form

〈Q〉 ≡ TrQe−βH

Tr e−βH =

∑
ψ

〈
ψ
∣∣∣Qe−βH

∣∣∣ψ〉
∑
ψ

〈
ψ
∣∣∣e−βH

∣∣∣ψ〉 , (5.1.11)

instead of (5.1.1). In order to simulate the system as it is, we have to calculate the ratio

R ≡

〈
ψ′
∣∣∣e−βH

∣∣∣ψ′〉〈
ψ
∣∣∣e−βH

∣∣∣ψ〉 (5.1.12)

for a flip trial ψ −→ ψ′. Hence we have to diagonalize the matrix H, which is practically
impossible for large systems.

This difficulty is essential in the quantum statistical mechanics. In the classical
Monte Carlo dynamics it is because of the locality of the interaction that the calculation
of the ratio (5.1.3) is easy. In the quantum mechanical system, however, the quantum
coherence ranges over the whole system. Even if the interaction term in the Hamiltonian
is local, the effect of the term is not local.

We review several methods of studying quantum systems in the following sections.
The main subject there is how to calculate the density matrix e−βH in order to simulate
the system.

The Suzuki-Trotter decomposition, which is adopted in most methods introduced
here, is described in Section 5.2. A numerical calculation and an analytic argument are
given in Appendix 5.A and in Appendix 5.B, respectively, in connection with the fractal
decomposition.

The decomposition has been applied to the world-line approach (Section 5.3), the
transfer-matrix method (Section 5.5), the Monte Carlo power method (Section 5.6) and
the auxiliary-field approach (Section 5.7). Appendix 5.C is a supplement to Section 5.3.
Appendices 5.D and 5.E are supplements to Section 5.7.

The negative-sign problem, which appears in some cases, is explained in Section 5.4.
This section is also an introduction of Chapter 4, where a new proposal for relief of this
difficulty is presented.

Modifications of some approaches for the purpose of studying ground-state properties
is described in Section 5.8. The diffusion Monte Carlo methods, which is also devised
for studies on the ground state, are mentioned in (5.9).

The decoupled-cell method (Section 5.9) and Handscomb’s method (Section 5.10), in
which the Suzuki-Trotter approximation is not utilized, are also mentioned.

5.2 Suzuki-Trotter decomposition

Here we describe the method of calculating the density matrix e−βH approximately. The
method is utilized in many methods mentioned later. We also describe the construction
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of higher-order approximants.
Generally speaking, when we find an m-th order approximant fm(x) of the exponen-

tial operator e−xH,
fm(x) = e−xH +O(xm+1), (5.2.1)

the density matrix is approximated by

e−βH =
(
e−βH/n

)n
=

(
fm

(
β

n

))n

+O

(
βm+1

nm

)
. (5.2.2)

The extrapolation n → ∞ reproduces the original density matrix. The problem is how to
find the approximant fm. It is preferable that the approximant retains some symmetry
properties of the original exponential operator.

In the Feynman path-integral approach [Feynman 65] the perturbational approxi-
mant

e−βH/n = 1− β

n
H +O

(
β2

n2

)
(5.2.3)

has been usually used. The Suzuki-Trotter decomposition [Suzuki 76a, Suzuki 77c,
Suzuki 85b], on the other hand, takes the form

e−βH/n � e−βp1A1/ne−βp2A2/n · · · , (5.2.4)

where we decompose the total Hamiltonian into partial Hamiltonians Al so that it may
be easy to diagonalize each partial Hamiltonians. Approximants of this type, when
imitating time-evolution operators, retain the unitarity. Moreover it is easy to obtain
higher-order approximants as is shown below. In the present section we concentrate on
approximants of this type.

When we extrapolate an approximant [fm(β/n)]
n to the limit n → ∞, the correction

vanishes as n−m. On the other hand, the time necessary to calculate the approximant
[fm(β/n)]

n, in general, increases proportionally to the Trotter number n. Thus approx-
imants with m large can improve the procedure of the extrapolation n → ∞.

The simplest example of the decomposition is [Trotter 59, Suzuki 76a]

Q1(x) ≡
q∏

i=1

e−xHi = e−xH +O
(
x2
)

(5.2.5)

with

H =
q∑

i=1

Hi (5.2.6)

and
[Hi,Hj] �= 0 for i �= j. (5.2.7)

Here the symbol
∏q

i=1 indicates that operators are multiplied in the ascending order
i = 1, 2, . . . , q.

Suzuki showed the following fact [Suzuki 85d, Suzuki 90]: when an approximant
S2m−1, correct up to the power of x2m−1, satisfies the relation

S2m−1(x)S2m−1(−x) = 1, (5.2.8)



5.2. Suzuki-Trotter decomposition 51

then the approximant is actually correct up to the power of x2m. An approximant
Q2m−1, if it does not satisfy (5.2.8), thus produces the approximant S2m as follows (the
symmetrization) [Suzuki 90]:

Sm(x) = Qm−1
(
x

2

)
Q−1

m−1

(
−x

2

)
. (5.2.9)

Application of this fact to (5.2.5) yields

S2(x) ≡
q−1∏

i=1

e−xHi/2

 e−xHq

 1∏
i=q−1

e−xHi/2

 = e−xH +O
(
x3
)
, (5.2.10)

where the symbol
∏1

i=q−1 indicates that operators are multiplied in the descending order
i = q, q − 1, . . . , 1.

Moreover, Suzuki [Suzuki 90, Suzuki 91, Yoshida 90] discovered a new way to con-
struct approximants correct up to arbitrarily higher orders, namely the fractal decompo-
sition. The main idea of the fractal decomposition is its recursive way of construction; an
appropriate combination of lower-order approximants yields a higher-order approximant
in such a way that the lowest-order corrections of the former cancel out with each other.

Let us concentrate only on symmetrized approximants, that is, approximants which
satisfy (5.2.8). An approximant S2m is constructed of S2m−2 in the form:

S2m(x) ≡
2r−1∏
j=1

S2m−2(p2m,jx) (5.2.11)

with the coefficients {p2m,j} satisfying the normalization condition

2r−1∑
j=1

p2m,j = 1, (5.2.12)

the cancellation condition
2r−1∑
j=1

p2m−1
2m,j = 0 (5.2.13)

and the symmetrization condition

p2m,j = p2m,2r−j for j = 1, 2, . . . , r − 1. (5.2.14)

The cancellation condition (5.2.13) ensures that the approximant is correct up to the
power of x2m−1, and the symmetrization condition (5.2.13) ensures that up to the power
of x2m.

The number of product 2r − 1 is arbitrary as long as the set of the conditions has a
solution; in the case r = 3, for example, we have [Suzuki 90, Suzuki 91]

p2m,1 = p2m,2 = p2m,4 = p2m,5 =
(
4− 41/(2m−1))−1 (> 0)

and p2m,3 = 1− 4p2m,1(< 0). (5.2.15)

In Appendix 5.A we show an example of the application of the fractal decomposition
[Hatano 91b]. The rapid convergence for n → ∞ of a fractal decomposition is confirmed
there.
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Figure 5.2 The magnitude of the cor-
rection as a function of the number of
multiplications.

An interesting feature of the fractal decomposition is the structure of time evolution.
Suzuki [Suzuki 91] proved generally that some of coefficients of an approximant of the
form (5.2.4) is necessarily negative except in the case of first- and second-order approx-
imants. Thereby the path along which a wave function is developed with exponential
operators runs back and forth on the time axis. The dimensionality of the path, or
the coefficients of the decomposition βH → {βA1, βA2, . . . , βAq} is fractal in the limit
m → ∞ [Suzuki 90,Suzuki 91]; this is the reason why the decomposition is called the
“fractal decomposition”. It seems that the fractal path is necessary for the recovery of
quantum effects.

Incidentally, which decomposition is the most advantageous of all the {S2m}? Let us
leave out the application to Monte Carlo simulations for a while, and discuss the direct
calculation of the products of the exponential operators. In the comparison between
the fractal decompositions {S2m}, we have to consider the following two factors. When
we use a higher-order decomposition, (i) the magnitude of the correction decreases as
β2m+1/n2m, while (ii) the computational time increases as n(2r)m. (Here we assume that
the coefficient of the correction term β2m+1/n2m does not grow rapidly as m increases.)

The dependence n(2r)m is given as follows. The number of the multiplications nec-
essary to construct a decomposition S2m in (5.2.11) is of the order of (2r)m. When we
use the decomposition to construct the approximant (5.2.2) with a Trotter number n,
the total number of multiplications is of the order of n(2r)m.

Consider that we can afford the computational time to execute the multiplications
N times. We can attain the Trotter number n given by

n � N

(2r)m
. (5.2.16)

The magnitude of the correction term of (5.2.2) is then of the order of

β2m+1

n2m
� β2m+1(2r)2m

2

N2m ≡ Cm(N). (5.2.17)

We schematically show the function Cm(N) in Fig. 5.2. An actual example is given in
Fig. 5.13 of Appendix 5.A.

When we fix the number of the multiplications, N , the most precise is the m1-th
order decomposition, where m1 is defined by

∂

∂m
logCm(N)

∣∣∣∣∣
m=m1

= 0, or m1 =
log(N/β)

2 log(2r)
. (5.2.18)
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1/n2

Q(n)

0

(a)

1/n4

Q(n)

0

(b)
Figure 5.3 The schematic situations of the extrapolation n → ∞ for a relevant quantity
Q(n) measured in quantum Monte Carlo simulations with (a) the decomposition S2 and
(b) the fractal decomposition S4.

Conversely, when we fix, to a value C, the magnitude of the correction we can allow,
the most time-saving is the m2-th decomposition, where m2 is given by

∂

∂m
logNm(C)

∣∣∣∣∣
m=m2

= 0, or m2 =

√√√√ log(β/C)

log(2r)
. (5.2.19)

Here Nm(C) is the inverse function of Cm(N).
Thus we can optimize the choice of a fractal decomposition. When we optimize most,

the correction decreases rapidly as

Cm1(N) =
βm1+1

Nm1
∼ N−α logN , (5.2.20)

where α is an appropriate constant.
As for the application of the fractal decomposition to Monte Carlo calculations,

we have to take into account another factor, namely the negative-sign problem. (The
negative-sign problem is mentioned in Section 5.4 and in Chapter 4. The problem in
the case of the fractal decomposition is described particularly in Appendix 4.A.) The
negative-sign problem appears more severely in the fractal decomposition than in the
second-order decomposition, because some of the coefficients {p2m,j} are negative for
the fractal decompositions. Since the statistics deteriorates owing to the negative-sign
problem, Monte Carlo simulations with the use of the fractal decomposition are critical
at low temperatures.

The schematic situations of the extrapolation n → ∞ are shown in Fig. 5.3. The
error bar for the finally estimated value Q(n = ∞) results both from the finiteness of
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the Trotter number n and from statistical errors appearing in Monte Carlo simulations.
It can be stated that the fractal decomposition has a merit with respect to the former,
a demerit with respect to the latter.

Recently Suzuki has developed a general scheme for higher-order approximants
[Suzuki 92a, Suzuki 92b]. Using these approximants, we can reduce the number of the
multiplications of the exponential operators. As far as we calculate the approximants
directly, this general scheme is quite useful.

Unfortunately, the negative coefficients of {p2m,j} cannot be excluded, and hence
the application of the decompositions to Monte Carlo simulations is still critical at low
temperatures.

In Appendix 5.B we show a theorem concerning the correction term of the Trotter-like
decomposition.

5.3 World-line approach

In this section we review one of the quantum Monte Carlo methods which utilize the
Suzuki-Trotter decomposition reviewed above. Some formulae for measurement of phys-
ical quantities with Monte Carlo simulations are given in Appendix 5.C.

In the following we consider, as an example, the one-dimensional S = 1/2 Heisenberg
ferromagnet:

H = −
N∑

i=0

σi · σi+1. (5.3.1)

Not all the thermodynamic properties of the model are known [Schlottmann 85,
Takahashi 85, Takada 86], because we have not found all the eigenvalues and eigenvectors
of the Hamiltonian so far. In order to obtain the average of a quantity Q, namely,

〈Q〉q ≡ 1

Zq
TrQe−βH (5.3.2)

with Zq ≡ Tr e−βH, (5.3.3)

it is necessary to use the Suzuki-Trotter decomposition.
Here we use the simplest approximant

e−βH �
(
e−βA/ne−βB/n

)n
, (5.3.4)

dividing the Hamiltonian (5.3.1) into two parts:

H = A +B (5.3.5)

with

A ≡ −
N/2−1∑

i=0

σ2i · σ2i+1 and B ≡ −
N/2−1∑

i=0

σ2i+1 · σ2i+2. (5.3.6)

Though there are many alternatives to the approximant as was mentioned in the previous
section, we concentrate on the one (5.3.4)-(5.3.6) here for simplicity; it is straightforward
to generalize the following argument to the alternatives.
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We thereby approximately describe the partition function (5.3.3) of the quantum
system H as follows [Suzuki 76b, Suzuki 77a, Suzuki 86b, Suzuki 87b]:

Zq =
∑
{σ}0

〈
{σ}0

∣∣∣e−βH
∣∣∣ {σ}0〉 (5.3.7)

(5.3.4)
�

∑
{σ}0

〈
{σ}0

∣∣∣(e−βA/ne−βB/n
)n∣∣∣ {σ}0〉

=
∑
{σ}

〈
{σ}0

∣∣∣e−βA/n
∣∣∣ {σ}1〉 〈{σ}1 ∣∣∣e−βB/n

∣∣∣ {σ}2〉
· · ·
〈
{σ}2n−1

∣∣∣e−βB/n
∣∣∣ {σ}0〉 . (5.3.8)

Here every state vector |{σ}l〉 is a direct product of eigenstates of σz
i :

|{σ}l〉 ≡ |σ0,l〉 |σ1,l〉 · · · |σN,l〉 , (5.3.9)

where σz
i |σi,l〉 = σi,l |σi,l〉 with σi,l = ±1. A set of vectors {|{σ}l〉} for each l is hence

complete and orthogonal in the Hilbert space. We have inserted resolution of the unit
operator

1̂ ≡
∑
{σ}l

|{σ}l〉 〈{σ}l| (5.3.10)

into each pair of exponential operators of (5.3.8). Consequently, the summation in the
last line of (5.3.8) runs over all the configuration of the 2n(N + 1) variables σi,l:

{σ} ≡ { σ0,0, σ1,0, σ2,0, . . . , σN,0,
σ0,1, σ1,1, σ2,1, . . . , σN,1,
· · · , · · · , · · · , · · · , · · · ,

σ0,2n−1, σ1,2n−1, σ2,2n−1, . . . , σN,2n−1}.

(5.3.11)

We identify each summand of (5.3.8) with one of the Boltzmann factors of a classical
system:

W{σ} ≡
n−1∏
l=0

〈
{σ}2l

∣∣∣e−βA/n
∣∣∣ {σ}2l+1〉 〈{σ}2l+1 ∣∣∣e−βB/n

∣∣∣ {σ}2l+2〉 (5.3.12)

with the periodic boundary condition {σ}2n ≡ {σ}0. The partition function of the
quantum system Zq is approximated by the partition function of the classical system,

Zn ≡
∑
{σ}

W{σ}. (5.3.13)

Suzuki [Suzuki 76b] pointed out the following fact: when a d-dimensional quantum
Hamiltonian comprises only short-range interactions, it is possible in general to arrange
the Suzuki-Trotter decomposition so that the resulting classical system may be a (d+1)-
dimensional system with short-range interactions. We call the additional dimensional
axis the Trotter direction.
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The above general statement actually holds in the case (5.3.13). Since each summand
of A (orB) in (5.3.6) is commutable with others, we can express the exponential operators
in (5.3.12) as

e−βA/n =
N/2−1∏

i=0

exp

(
β

n
σ2i · σ2i+1

)

and e−βB/n =
N/2−1∏

i=0

exp

(
β

n
σ2i+1 · σ2i+2

)
.

(5.3.14)

We easily obtain matrix elements of them in the following forms:

〈
{σ}2l

∣∣∣e−βA/n
∣∣∣ {σ}2l+1〉 =

N/2−1∏
i=0

w(2i, 2l)

〈
{σ}2l+1

∣∣∣e−βB/n
∣∣∣ {σ}2l+2〉 =

N/2−1∏
i=0

w(2i+ 1, 2l + 1)

(5.3.15)

with

w(i, l) ≡
〈
σi,l, σi+1,l

∣∣∣∣∣exp
(
β

n
σi · σi+1

)∣∣∣∣∣σi,l+1, σi+1,l+1

〉

=

|↑↑〉 |↑↓〉 |↓↑〉 |↓↓〉
〈↑↑|
〈↑↓|
〈↓↑|
〈↓↓|


a

b c
c b

a

 .
(5.3.16)

Here the symbol ↑ stands for σi,l = 1, the symbol ↓ stands for σi,l = −1, and

a ≡ eβ/n

b ≡ e−β/n cosh(2β/n)
c ≡ e−β/n sinh(2β/n).

(5.3.17)

Finally we obtain the Boltzmann factors (5.3.12) as

W{σ} =
N∏
i=0

2n−1∏
l=0

i+l=even

w(i, l). (5.3.18)

We can interpret [Suzuki 76b] this as the Boltzmann factor of a two-dimensional spin
systems with four-spin interactions w; the system is depicted in Fig. 5.4. (The decom-
position (5.3.6) is called the checkerboard decomposition [Hirsch 81, Hirsch 82].) Monte
Carlo calculation with the importance-sampling method [Metropolis 53] is applicable to
the system if W{σ} ≥ 0 for all {σ}.

The following fact should be noted when one performs a Monte Carlo simulation of
the system: some spin configurations {σ} have vanishing Boltzmann factors, and should
be omitted from configurations sampled in the simulation. The four-spin interaction
(5.3.16) follows a conservation law similar to the one in the six-vertex model [Barma 78],
namely,

σi,l + σi+1,l = σi,l+1 + σi+1,l+1. (5.3.19)
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Figure 5.4 The classical Ising-spin sys-
tem mapped with the Suzuki-Trotter de-
composition. The thick line on the lat-
tice denotes the world line which connects
downward spins. Because of a conserva-
tion rule, the world lines never terminate.

Hence the number of downward spins on the row l = 0 is conserved throughout all the
rows l. A spin configuration {σ} which breaks this conservation law does not contribute
to the partition function (5.3.13). For a configuration which follows the rule, we can
draw lines which run through the corresponding down spins in the Trotter direction
[Hirsch 81] as is shown in Fig. 5.4. The lines are called world lines. There is one-to-
one correspondence between an allowed spin configuration and a world-line configuration,
provided that we require the world lines not to intersect. Thus the summation in (5.3.13)
runs only over possible world-line configurations after all.

We sample some of them in Monte Carlo simulations, creating, annihilating and
moving world lines according to the Boltzmann weights (5.3.18). The process of creating
and annihilating world lines is called a global flip, while the process of moving them is
called a local flip.

Once we obtain a set of data of the classical systems with a fixed temperature and
various Trotter numbers, the Trotter extrapolation to the limit n → ∞ yields data of
the quantum system. Behavior of the correction to the quantum limit is well-known as
was described in the preceding section. We have to note that Trotter numbers must be
large enough to ensure sufficient convergence. A practical condition of the convergence
might be given by n > β.

In order to improve the convergence for n → ∞, the following method has been
employed. The correction depends on the way of the decomposition of the Hamiltonian.
We expect that the coefficient of the correction term 1/n2 of the approximant (5.3.4) is
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smaller in the case of the decomposition

A ≡ −
N/2m−1∑

i=0

m−1∑
j=0

σmi+j · σmi+j+1

and B ≡ −
N/2m−1∑

i=0

2m−1∑
j=m

σmi+j · σmi+j+1

(5.3.20)

than in the case (5.3.6). We thereby exactly treat quantum fluctuations inside the
cluster of size m. This approach is first introduced to the quantum transfer-matrix
method [Tsuzuki 85, Tsuzuki 86, Betsuyaku 86a], which will be described in Section 5.5.
We refer to this approach as the cluster-transfer-matrix method. Okabe and Kikuchi
[Okabe 87] first applied a decomposition of this type to a Monte Carlo study on the
one-dimensional Heisenberg model. Nomura [Nomura 89a, Nomura 89b] studied S = 1
models by simulations based on this approach.

Computational time necessary in the world-line Monte Carlo simulation is propor-
tional to the number of spins of the classical system (5.3.13), namely, to Nn. This is
shorter than in the Monte Carlo simulation with the auxiliary-field approach described
in Section 5.7. This merit comes from the fact that the classical system consists of
short-range interactions.

Thus the method has been successfully applied to quantum ferromagnets [Suzuki 77b,
Cullen 83, De Raedt 84a, De Raedt 84b, Loh 85a, Loh 85b, Ding 90b, Ding 92,
Makivic 92b], to quantum antiferromagnets on bipartite lattices [Miyashita 88, Reger 88,
Ding 90a, Makivic 91, Ding 91], and to one-dimensional fermion systems [De Raedt 81,
Hirsch 81, Hirsch 82, Hirsch 83a, Hirsch 84a, Hirsch 84b]. On the other hand for frus-
trated antiferromagnets and higher-dimensional fermion systems, a problem arises,
namely, the negative-sign problem, which is mentioned in the next section.

Some measurement formulae for physical quantities are given in Appendix 5.C.

5.4 Negative-sign problem

In this section we review the negative-sign problem, which is one of the most serious
problems in the quantum Monte Carlo method.

There are two parts of the negative-sign problem. The first part comes of the fact
that the Boltzmann weight (5.3.18) becomes negative for some configurations {σ}, when
we treat frustrated antiferromagnets or fermion systems. We can solve this part using
the reweighting method as is shown below. If the first part is solved, the statistics of
Monte Carlo data obtained deteriorates at low temperatures; this is the second part.

The problem appears when the spin system is frustrated, that is, when the number
of antiferromagnetic bonds around a plaquette of the lattice is odd.

Consider, as an example, the Heisenberg antiferromagnet on a triangle:

H = σ1 · σ2 + σ2 · σ3 + σ3 · σ1. (5.4.1)

We use the approximant

e−βH �
(
e−βσ1·σ2/ne−βσ2·σ3/ne−βσ3·σ1/n

)n
. (5.4.2)
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Figure 5.5 World-line configurations of
the triangular antiferromagnet. These
configurations have negative Boltzmann
weights.

The procedure explained in the previous section gives

Zn =
∑
{σ}

W{σ} (5.4.3)

with

W{σ} ≡
n∏

l=0

w(1, 3l)w(2, 3l+ 1)w(3, 3l+ 2). (5.4.4)

The local Boltzmann weight w is now given by (5.3.16) with

a ≡ e−β/n,
b ≡ eβ/n cosh(2β/n)

and c ≡ eβ/n sinh(2β/n),
(5.4.5)

instead of (5.3.17). Note that, in the present antiferromagnetic case, some local weights
become negative: w(i, l) = −c. These weights correspond to the configurations where
a world line goes across a square of the four-body interaction. The total Boltzmann
weight W can be negative; when n = 1, two configurations depicted in Fig. 5.5 have the
negative weights −c3.

Nevertheless, the importance sampling method is not applicable to a system if the
total Boltzmann weight of the system can be negative. The Boltzmann weight of each
configuration is proportional to the number of times when the configuration is generated
in simulations, and needs to be positive. This is the first part of the negative-sign
problem.

The problem does not appear when the lattice of the spin system is bipartite: square
lattices, honeycomb lattices and cubic lattices, for example. Local configurations which
give negative Boltzmann weights always appear an even number of times, and the total
weight is thus positive. This fact is confirmed as follows [Makivic 91]. Consider the
antiferromagnetic Hamiltonian on a bipartite lattice,

H =
∑
〈i,j〉

σi · σj, (5.4.6)

and consider a decomposition similar to (5.2.2)-(5.2.4). We define the following unitary
transformation U : for spins on a sublattice A, we rotate the spin space around the z
axis,

σx
i −→ −σx

i and σy
i −→ −σy

i for i ∈ A, (5.4.7)
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34 Figure 5.6 World-line configurations of

the Hubbard model on a square lattice.
These configurations have negative Boltz-
mann weights.

while we leave spins on the other sublattice B as they are. After we apply this unitary
transformation, the local Boltzmann factor is always positive, and hence the total Boltz-
mann weight is also positive. It is impossible to define such a unitary transformation on
frustrated lattices.

The negative-sign problem also appears, when we apply the world-line approach to
the two- and higher-dimensional Hubbard models. The configuration depicted in Fig. 5.6,
for example, gives a negative Boltzmann factor owing to the anti-commutation relation
of fermions: 〈

↑, 0, ↑, 0
∣∣∣∣eβt(c†

1↑c2↑+c†
2↑c1↑)/neβt(c†

3↑c4↑+c†
4↑c3↑)/n

∣∣∣∣ 0, ↑, 0, ↑〉
×
〈
0, ↑, 0, ↑

∣∣∣∣eβt(c†
2↑c3↑+c†

3↑c2↑)/neβt(c†
4↑c1↑+c†

1↑c4↑)/n
∣∣∣∣ ↑, 0, ↑, 0〉

= sinh4
(
βt

n

)〈
0
∣∣∣c3↑c1↑c†1↑c†3↑∣∣∣ 0〉 〈0 ∣∣∣c4↑c2↑c†4↑c†2↑∣∣∣ 0〉

= − sinh4
(
βt

n

)
< 0, (5.4.8)

where the base kets are defined by

|↑, 0, ↑, 0〉 ≡ c†1↑c
†
3↑ |0〉 and |0, ↑, 0, ↑〉 ≡ c†2↑c

†
4↑ |0〉 (5.4.9)

with the vacuum state |0〉. The negative sign of the weights, in this case, results from
the anti-commutation relation of fermion operators.

The naive solution of the negative-sign problem is to use the following identity
[Hirsch 82, Takasu 86]:∑

{σ} Q{σ}W{σ}∑
{σ} W{σ} =

∑
{σ} Q{σ}R{σ}W ′∑

{σ} W ′

/ ∑
{σ} R{σ}W ′∑

{σ} W ′ . (5.4.10)

Here each W ′{σ} is the absolute value of Boltzmann weight W{σ},

W ′{σ} ≡ |W{σ}| , (5.4.11)

and R{σ} is the sign of it, namely

R{σ} ≡ sign(W{σ}). (5.4.12)
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Hence we have W = RW ′, which yields (5.4.10).
A quantity Q is thereby measured in simulations of the system defined by the new

Boltzmann weight W ′:

〈Q〉 = 〈QR〉′MCS

〈R〉′MCS

, (5.4.13)

where 〈· · ·〉′MCS stands for Monte Carlo average in simulations of the system W ′. The
denominator of (5.4.13),

〈R〉′MCS =

∑
{σ} W∑
{σ} |W | , (5.4.14)

is often called the negative-sign ratio.
The first part of the negative-sign problem is thereby solved. Nevertheless this solu-

tion is exactly the point from which the second part of the problem comes; a statistical
error of the negative-sign ratio grows rapidly at low temperatures or for large systems.

The fact is understood as follows. The numerator of (5.4.14) is, in the limit n → ∞,
the partition function of the quantum system, Zq, while the denominator of (5.4.14)
converges to the partition function of another quantum system, Z ′

q, as is shown in Section
4.2. Thus we have

Zq = e−βF and Z ′
q = e−βF ′

, (5.4.15)

where F (F ′) stands for the free energy of the system Zq (Z
′
q). The negative-sign ratio

is given by
〈R〉′MCS = e−β(F−F ′) as n → ∞. (5.4.16)

The value 〈R〉′MCS is bounded from above by unity, and therefore we have

F > F ′. (5.4.17)

First, at low temperatures we can replace F and F ′ by the ground-state energies
Eg and E ′

g of the systems Zq and Z ′
q, respectively, and hence [Morgenstern 89, Loh 90,

Hatano 91b, Hatano 92]

〈R〉′MCS � e−β(Eg−E′
g) as β → ∞. (5.4.18)

Second, assuming the extensivity of the free energy, we have [Hirsch 82]

〈R〉′MCS � e−β(f−f ′)N as N → ∞, (5.4.19)

where N is the system size and f (f ′) is the free-energy density of the system Zq (Z
′
q).

The statistical error of the negative-sign ratio is given by [Muller-Krumbhaar 73]

∆ 〈R〉′MCS =

√
2τ + 1

M

√
〈R2〉′MCS − 〈R〉′MCS

2
=

√
2τ + 1

M

√
1− 〈R〉′MCS

2
, (5.4.20)

where τ denotes auto-correlation time of simulation dynamics, and M denotes the num-
ber of Monte Carlo steps. The relative error of the negative-sign ratio behaves as

∆ 〈R〉′MCS

〈R〉′MCS

=

√
2τ + 1

M

√
〈R〉′MCS

−2 − 1

�
√
2τ + 1

M
×
{
eβ(Eg−E′

g) � 1 as β → ∞,
eβ(f−f ′)N � 1 as N → ∞.

(5.4.21)
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At low temperatures or for large systems, the statistical error grows rapidly, and hence
we cannot precisely estimate the negative-sign ratio and physical quantities (5.4.13) by
Monte Carlo simulations.

The negative-sign problem has been the main obstacle to Monte Carlo studies of
frustrated quantum spin systems, e.g., antiferromagnets on triangular lattices and on
square lattices with next-nearest-neighbor interactions (J1-J2 model).

Though the problem has not been completely solved, a method of relieving the dif-
ficulty has been proposed [Nakamura 92a, Nakamura 92b, Nakamura 92c] with the use
of the so-called reweighting method, which has been used in simulations of classical sys-
tems. The formula (5.4.10) holds for any set of W ′, when we change the definition of R
from (5.4.12) to

R{σ} ≡ W{σ}
W ′{σ} . (5.4.22)

We thus can take arbitrary W ′ instead of the specific choice W ′ = |W | as long as the
phase space of W ′ is equal to or larger than that of W .

From the viewpoint of the reweighting method, the negative-sign problem is explained
as follows. Although the formula is correct in the limit of an infinite number of Monte
Carlo steps, it is known in simulations of classical systems that the formula may yield
systematic and statistical errors in the actual use of it. The errors may appear when
the distribution of W in the phase space is rather different from that of W ′. This is
actually the case in the present problem. Configurations sampled in the simulations of
W ′ = sign(W ) are counted almost in vain.

We anticipate that the growth rate of the error, (5.4.21), is reduced when we take
W ′ whose structure is more similar to that of W than to that of |W |. We describe the
subject in detail in Chapter 4.

In another approach to the negative-sign problem, the nodal surface of the Boltzmann
weight W{σ} in the phase space {σ} is assumed to exist [Fahy 90, Fahy 91]. This
approach may be related to the fixed-node approximation in the diffusion Monte Carlo
methods [Ceperley 80, Moskowitz 82].

Recently, the measurement of quantities in the ground state using the behavior
(5.4.18) has been proposed.

The ground-state energy of the positive-weight system, E ′
g, can be measured without

any significant statistical errors. On the other hand, owing to the behavior 〈R〉′MCS ∝
exp[−β(Eg −E ′

g)], we may know the energy difference (Eg −E ′
g) analyzing the temper-

ature dependence of the negative-sign ratio; see Fig. 5.7. Though the statistical error of
each data points may be large, the combination of them may yield an accurate estimate
of Eg − E ′

g. Thus we can obtain the estimate of Eg [Hamann 90].

To measure other quantities, the correction-ratio method may be applicable
[Furukawa 91a]. We can estimate rather precisely the quantity 〈Q〉′MCS which is mea-
sured with the factor R neglected. We can correct the estimate to obtain 〈Q〉MCS by the
correction-ratio method.

The “ratio correction” is defined by

QRC ≡
∑

QW∑
QW ′ =

∑
QRW ′∑
W ′

/ ∑
QW ′∑
W ′ =

〈QR〉′MCS

〈Q〉′MCS

. (5.4.23)
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log 〈R〉′MCS , log QRC

1

QRC
0

β

Figure 5.7 The temperature depen-
dence of the negative-sign ratio, (5.4.18),
and the ratio correction, (5.4.25).

Comparing (5.4.23) with (5.4.10), we have

〈Q〉MCS = 〈Q〉′MCS

QRC

〈R〉′MCS

. (5.4.24)

If both the quantities 〈Q〉MCS and 〈Q〉′MCS are finite at the zero temperature, that the
ratio correction must behave as

QRC � Q0
RCe

−β(Eg−E′
g) as β → ∞ (5.4.25)

to cancel the behavior of 〈R〉′MCS; see Fig. 5.7. Hence we have

〈Q〉MCS � 〈Q〉′MCS Q
0
RC as β → ∞. (5.4.26)

If the asymptotic behavior (5.4.25) can be observed even at high temperatures, (which
is actually the case in [Furukawa 91a]), we can avoid simulations at low temperatures,
and hence suppress the statistical error.

The combination of the reweighting method and the correction-ratio method may be
quite useful [Nakamura 92c].

5.5 Quantum transfer-matrix method

In this section we describe a quantum transfer-matrix method which is based on the
Suzuki-Trotter decomposition.

In (5.3.7) we rewrote the density matrix of a quantum system e−βH as a product of
matrices, using the Suzuki-Trotter decomposition. In Section 5.3 we described a method
of performing the multiplications of the matrices by a Monte Carlo simulation. If the
linear dimension of the matrices is small enough for computer memory, the multiplication
of the matrices can be performed as it is [Betsuyaku 84, Suzuki 85a].

In other words we express the partition function of the classical system in Fig. 5.4 in
terms of a transfer matrix as

Zn = Tr (T1T2)
n, (5.5.1)

where T1 and T2 denote the matrices

T1 =
〈
{σ}
∣∣∣e−βA/n

∣∣∣ {σ}′〉 and T2 =
〈
{σ}

∣∣∣e−βB/n
∣∣∣ {σ}′〉 . (5.5.2)
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Figure 5.8 The real-space transfer ma-
trices T1 and T2, and the virtual-space
transfer matrices U1 and U2.

The matrices transfer a configuration on a row to the next row in the Trotter direction.
The linear dimension of the matrices is equal to the dimension of the Hilbert space; 2N+1

in the case of (5.3.1).

An important feature is the locality of the interaction again as was mentioned below
(5.3.13). Because of the locality, the transfer matrices are expressed as direct products
of small matrices as in (5.3.14). We apply the matrices (5.3.16) to a vector successively;
hence we do not have to store the whole matrix elements of T1 and T2. The size of the
vector, when we treat an S = 1/2 system with 25 spins, is about 32× 106. If we prepare
an 8-byte real number for each component of the vector, the size of the memory storage
is 256 megabytes, which is actually manageable on recent large-scale computers.

Note that the transfer matrix is explicitly block-diagonalized owing to the conser-
vation law (5.3.19). Each sector is labeled with the total magnetization of spins on a
row; in other words with a number of world lines. A state in a sector does not mix with
states in the other sectors. Therefore the application of the transfer matrix to a state
vector can be carried out in each sector separately. This aspect of the matrix is useful
in reducing the size of the memory storage and computational time.

The maximum size manageable by the method above, (which is called the real-space
transfer-matrix method by contrast with the method described below,) is less than
30 spins so far. An interesting reformulation of the transfer-matrix method was pro-
posed [Suzuki 85a, Betsuyaku 85, Yokota 86] in order to treat much larger systems. The
method is called the virtual-space transfer-matrix method. We describe the system in
Fig. 5.4 in terms of matrices which transfer a configuration on a column to the next
column in the space direction:

Zn(N) = Tr (U1U2)
N . (5.5.3)

Here we have assumed the periodic boundary condition σN = σ0. We call U1 and U2

virtual-space transfer matrices; see Fig. 5.8.

Each transfer matrix is again expressed as a direct product of small matrices:

U1 =
n−1∏
l=0

u(2i, 2l) and U2 =
n−1∏
l=0

u(2i+ 1, 2l + 1). (5.5.4)
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We derive the matrix u from the matrix (5.3.16) changing the ordering of the matrix
elements as follows:

u(i, l) =

|↓↑〉 |↓↓〉 |↑↑〉 |↑↓〉
〈↑↓|
〈↑↑|
〈↓↓|
〈↓↑|


c

b a
a b

c

 .
(5.5.5)

Here the definition of the bra and ket vectors are changed as

〈σi,l, σi+1,l|
|σi,l+1, σi+1,l+1〉

}
−→

{
〈σi,l, σi,l+1|
|σi+1,l, σi+1,l+1〉 .

(5.5.6)

The transfer matrices U1 and U2 are explicitly block-diagonalized into sectors. This
fact can be understood as follows. If we redefine the signs of the spins on the (l + 1)-th
column [Koma 87, Koma 89], that is,

σi,l+1 −→ σ′
i,l+1 ≡ −σi,l+1 for all i, (5.5.7)

then the matrix (5.5.5) conserves the staggered magnetization. This conservation rule is
derived from the original conservation law (5.3.19) as follows:

σi,l − σi,l+1 = −σi+1,l + σi+1,l+1 = σ′
i+1,l − σ′

i+1,l+1. (5.5.8)

Hence each sector of transfer matrices is labeled with the total staggered magnetization
of spins on a column:

Mstag ≡
2n−1∑
l=0

(−1)lσi,l. (5.5.9)

The virtual-space transfer-matrix method is convenient especially in studying ther-
modynamic properties of long chains. Computational time grows only proportionally to
the system size, and the size of necessary memory storage does not depend on the system
size. (The size of the storage, on the other hand, depends on the Trotter number. We
have to store a configuration of spins on a column.) Many one-dimensional systems have
been thus studied. Takada and Kubo extensively studied critical properties of S = 1/2
XXZ chains [Takada 86] and S = 1 XXZ chains [Kubo 86]. Many other studies on
the latter model have been reported [Betsuyaku 86b, Delica 91, Kubo 92] in connection
with the Haldane problem [Haldane 83a, Haldane 83b, Affleck 89].

A remarkable feature of the virtual-space transfer-matrix method emerges when we
study the thermodynamic limit of the quantum system. Several eigenvalues of the
virtual-space transfer matrix describe the thermodynamic behavior of the system.

The feature comes from the following interchangeability theorem [Suzuki 85a,
Suzuki 87c]. The free-energy density of the quantum N -spin system in the thermo-
dynamic limit is written in the form

fq = − lim
N→∞

lim
n→∞

1

Nβ
logZn(N) = − lim

N→∞
lim
n→∞

1

Nβ
log Tr (U1U2)

N/2. (5.5.10)



66 Chapter 5. Quantum Monte Carlo and Related Methods

The statement of the interchangeability theorem is that we can exchange the order of
the two limit operations N → ∞ and n → ∞: that is,

fq = − lim
n→∞ lim

N→∞
1

Nβ
log Tr (U1U2)

N/2. (5.5.11)

In the limit of N → ∞ the partition function converges to

lim
N→∞

Tr (U1U2)
N/2 = ΛN

1 , (5.5.12)

where the maximum eigenvalue of the matrix U1U2 is defined as Λ2
1. The free-energy

density (5.5.12) is thereby written as

fq = − 1

β
lim
n→∞ log Λ1. (5.5.13)

It is remarkable that only one eigenvalue gives a thermodynamic quantity.
The virtual-space transfer-matrix method yields another useful formula for the cor-

relation length. A spin-spin correlation function 〈σα
i σ

α
i+L〉 in the thermodynamic limit is

written in terms of the virtual-space transfer matrix as follows:

〈
σα

i σ
α
i+L

〉
= lim

N→∞
lim
n→∞

1

Zn(N)
Trσα(U1U2)

L/2σα(U1U2)
(N−L)/2. (5.5.14)

The correlation length is defined by

ξ−1 ≡ − lim
L→∞

1

L
log
〈
σα

i σ
α
i+L

〉
. (5.5.15)

The exchange of the limit operations is followed by

lim
L→∞

lim
N→∞

1

Zn(N)
Tr σα(U1U2)

Lσα(U1U2)
(N−L)/2 = |〈ψ1 |σα|ψ2〉|2

(
Λ2

Λ1

)L

(5.5.16)

where the second-largest eigenvalue of the matrix U1U2 is defined as Λ2
2. Thus the

correlation length (5.5.15) is given by

ξ−1 = lim
n→∞ log

(
Λ1

Λ2

)
. (5.5.17)

Suzuki and Inoue [Suzuki 87c, Inoue 88] first pointed out that it is possible to treat
quantum systems analytically on the basis of these formulae (5.5.13) and (5.5.17). This
approach has been further developed as the thermal Bethe-ansatz method by several
researchers [Koma 87, Koma 89, Koma 90, Yamada 90, Tsunetsugu 91]. They obtained
thermal Bethe-ansatz equations analytically for one-dimensional spin-1/2 models and
one-dimensional Hubbard models with a finite Trotter number, and solved them numer-
ically. As for the XY Z model without a magnetic field and the XXZ model with a
magnetic field, Takahashi [Takahashi 91a, Takahashi 91b] obtained the equations in the
infinite-Trotter-number limit, and thereby calculated the temperature dependence of the
free energy and the correlation length numerically rigorously.
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5.6 Monte Carlo power method

In this section we describe a Monte Carlo power method, by which we can numerically
obtain the maximum eigenvalue of a transfer matrix.

Analytic solutions of the virtual-space transfer matrix, which are mentioned in the
preceeding section, are not available for higher-spin chains. Hence we have to calculate
the eigenvalues of the matrix numerically.

The most straightforward method of obtaining the maximum eigenvalue of a asym-
metric matrix T is the power method; we calculate the Rayleigh quotient,

λ(N) ≡

〈
φ
∣∣∣TN+1

∣∣∣ φ〉〈
φ
∣∣∣TN
∣∣∣ φ〉 , (5.6.1)

and then take the limit N → ∞. If the test vector |φ〉 and the eigenvector belonging to
the maximum eigenvalue Λ1 have an overlap, the eigenvalue emerges in the form

λ(N) = Λ1 +O(e−N/ξ). (5.6.2)

The correction term disappears rapidly. Thus the free-energy density (5.5.13) is given
by

fq = − 1

β
lim
n→∞ lim

N→∞
log

〈
φ
∣∣∣(U1U2)

N/2+1
∣∣∣φ〉〈

φ
∣∣∣(U1U2)

N/2
∣∣∣ φ〉 . (5.6.3)

The problem here is the following: when we increase the Trotter number, the size
of necessary memory storage grows rapidly especially in higher-spin cases. Hence the
Trotter number attainable so far is less than 10 even for S = 1. At temperatures below
T ≤ 0.1, the convergence of the numerical data to the infinite-Trotter-number limit may
not be satisfactory.

A partial solution is to use the cluster-transfer-matrix method [Tsuzuki 85, Tsuzuki 86,
Betsuyaku 86a] mentioned below (5.3.20) in Section 5.3. We can reduce the magnitude
of correction-term coefficients of the Suzuki-Trotter approximants, and thereby we may
recover satisfactory convergence even at low temperatures. By this method, however,
we have to diagonalize the matrices A and B in order to obtain e−βA/n and e−βB/n.
The diagonalization needs great memory storage, and hence the size m of manageable
clusters is limited particularly in higher-spin systems.

Another solution is to use the Monte Carlo power method described below [Koma 93],
by which we can estimate the Rayleigh quotient. The essential idea is a special choice
of the test vector |φ〉:

|φ〉 =
∑
{σ}0

|{σ}0〉 , (5.6.4)

where {σ} denotes a configuration of 2n spins on a column, that is,

{σ}0 ≡ {σ0,0, σ0,1, . . . , σ0,2n−1}. (5.6.5)

In other words we define the test vector as a superposition of all the members of the
orthonormal set.
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If all the elements of the transfer matrix is non-negative, the test vector (5.6.4) and the
eigenvector belonging to the maximum eigenvalue necessarily has an overlap; according
to the Perron-Frobenius theorem, all the components of the eigenvector is non-negative.

Employing the choice (5.6.4), we interpret the denominator of the Rayleigh quotient
as 〈

φ
∣∣∣(U1U2)

N/2
∣∣∣ φ〉

=
∑
{σ}

〈{σ}0 |U1| {σ}1〉 〈{σ}1 |U2| {σ}2〉 · · ·
〈
{σ}N−1 |U2| {σ}N

〉
≡
∑
{σ}

W{σ}, (5.6.6)

where each vector denotes a configuration of spins on a column. The total configuration
{σ} is defined by (5.3.11). We thus identify (5.6.6) with the partition function of the
classical system in Fig. 5.8. On the boundaries of the system, any configurations {σ}0
and {σ}N can appear, because of the choice (5.6.4). The free boundary conditions are
required on i = 0 and i = N .

The numerator of the Rayleigh quotient is interpreted as follows:〈
φ
∣∣∣(U1U2)

N/2+1
∣∣∣ φ〉

=
∑
{σ}

〈{σ}0 |U1| {σ}1〉 〈{σ}1 |U2| {σ}2〉 · · ·
〈
{σ}N−1 |U2| {σ}N

〉
×
〈
{σ}N |U1| {σ}N+1

〉 〈
{σ}N+1 |U2| {σ}N+2

〉
=
∑
{σ}

W{σ}Qeig{σ}, (5.6.7)

where
Qeig{σ} ≡

∑
{σ}N+1
{σ}N+2

〈
{σ}N |U1| {σ}N+1

〉 〈
{σ}N+1 |U2| {σ}N+2

〉
. (5.6.8)

The Rayleigh quotient hence reads

λ(N) =

∑
{σ} QeigW∑

{σ} W
= 〈Qeig〉MCS . (5.6.9)

In a Monte Carlo simulation of the system W{σ}, direct measurement of the quantity
Qeig on the end i = N yields an estimate of the Rayleigh quotient. We can improve
statistics, measuring a similar quantity on the other end i = 0.

It is notable that we can calculate the free energy of the system; usual Monte Carlo
methods with importance sampling do not yield the free energy.

When the second-largest eigenvalue of a transfer matrix is the largest eigenvalue of a
sector, the restriction of the summation enables us to obtain the eigenvalue. This feature
will be actually utilized in Chapter 2 [Hatano 93a].

5.7 Auxiliary-field approach

In this section we review the auxiliary-field approach, which has been developed partic-
ularly to lattice fermion problems; for example the Hubbard model (5.1.9).
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The auxiliary-field approach has been devised in order to circumvent the difficulty of
the negative-sign problem of the Hubbard model, which we mention in Section 5.4. Par-
ticularly in the half-filled-band case on a bipartite lattice, we are free from the difficulty
by employing the auxiliary-field approach.

The auxiliary-field approach, especially the grand-canonical Monte Carlo method,
consists of the following four steps [Hirsch 83c, Hirsch 85a]. (i) We approximate the
density matrix with the Suzuki-Trotter approximation, decomposing the Hamiltonian
into K and V . (ii) We introduce an auxiliary Bose field to break up the Coulomb
interaction between fermions (the Stratonovich-Hubbard transformation). (iii) We traces
out the fermion degrees of freedom. The partition function becomes a sum with respect
to the Bose-field degrees of freedom. (iv) We replace the summation by Monte Carlo
summation using the importance sampling.

Because of the noncommutability (5.1.10), we cannot easily diagonalize the Hamil-
tonian in the 4N -dimensional Hilbert space, when the size of the system N is large. We
approximate the density matrix with the Suzuki-Trotter approximant, decomposing the
Hamiltonian into two parts, K and V :

e−βH �
(
e−βK/ne−βV/n

)n
. (5.7.1)

Note that the kinetic-energy term breaks up in the form

e−βK/n =
∏

σ=↑,↓
e−βKσ/n (5.7.2)

with
Kσ ≡ −t

∑
〈i,j〉

(
c†iσcjσ + c†jσciσ

)
, (5.7.3)

while the potential-energy term breaks up in the form

e−βV/n =
∏
i

e−βVi/n (5.7.4)

with

Vi ≡ U
(
ni↑ −

1

2

)(
ni↓ −

1

2

)
− µ

∑
σ=↑,↓

niσ. (5.7.5)

The second step is the Stratonovich-Hubbard transformation. The transformation,
in the original form, is nothing but the inverse of the Gaussian integral [Stratonovich 57,
Hubbard 59]. Hirsch devised another version of the transformation using a discrete Bose
field, or an Ising variable [Hirsch 83b]:

exp
[
−xU

(
n↑ −

1

2

)(
n↓ −

1

2

)
+

xU

4

]
=

1

2

∑
s=±1

exJs(n↑−n↓)

=
1

2

∑
s=±1

∏
σ=↑,↓

exJσsnσ , (5.7.6)

where the coefficient a is defined by

cosh xJ = exU/2. (5.7.7)
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The readers can confirm the identity (5.7.6) easily by checking it in the four cases
(n↑, n↓) = (0, 0), (0, 1), (1, 0), (1, 1). The coupling constant J behaves as xJ �

√
xU

for x � 0.
The auxiliary Ising field s plays a role of a mean field. Consider the case that an

upward-spin electron occupies a site, n↑ = 1. Then the system favors the state s = 1
because of the coupling sn↑, and hence tends to refuse occupation of the site by a
downward-spin electron because of the coupling −sn↓. The field s is likely to point
the same direction as the spin of an electron on the site. We can thus regard the field
as a mean field. In fact the Hartree-Fock mean-field approximation to the Hubbard
model and the saddle-point approximation of an effective action derived from (5.7.1) are
equivalent to each other [Fradkin 91].

Applying the transformation (5.7.6) to each operator in the right-hand side of (5.7.4),
we express the partition function of the system in the form:

Zq � Zn = A−1∑
{s}

W↑{s}W↓{s}, (5.7.8)

where

Wσ{s} ≡ Tr
n∏

l=1

(
e−βKσ/ne−βṼσ{s}l/n

)
(5.7.9)

with a new potential energy

Ṽσ{s}l ≡ −
∑
i

(Jσsil + µ)niσ, (5.7.10)

and a coefficient

A ≡ 2NneβUN/4. (5.7.11)

Note that {s} consists of Nn pieces of Ising variables, that is, {sil} for i = 1, 2, . . . , N
and l = 1, 2, . . . , n.

We have described the system as the one where boson fields and fermions are inter-
acting. The Monte Carlo method of studying such a system was given [Scalapino 81a,
Blankenbecler 81, Scalapino 81b]. We only have to apply the formalism to the present
problem. We can carry out the trace operation Tr in (5.7.9), which is the third step
of the formulation described later. After the third step we regard (5.7.8) as the par-
tition function of a classical system with Nn Ising spins interacting through a certain
long-range interaction.

Before that we briefly mention the reason why, using this approach, we can expect
the reduction of the difficulty of the negative-sign problem. Consider an auxiliary-field
configuration shown in Fig. 5.9. As was discussed above, an Ising field on a site and the
spin of an electron on the site tends to point the same direction. When two upward-spin
electrons exist, the most favored world-line configuration is the one shown in Fig. 5.9
(a) [Hirsch 86]. This configuration gives a negative weight as was described in (5.4.8).
In the auxiliary-field approach, however, the fermion degrees of freedom are traced out
in (5.7.9); in other words many other world-line configurations are summed up. For
example, the world-line configuration in Fig. 5.9 (b), with the auxiliary-fields fixed,
gives a positive weight. We can expect that cancellation among all the configurations
results in reduction of the negative weight.
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(a) (b)

Figure 5.9 The auxiliary-field configu-
rations (arrows) and the fermion world-
line configurations (thick lines). (a)
This configuration has a negative Boltz-
mann weight. (b) This configuration
has a positive Boltzmann weight. The
contributions of both the configurations
are summed up, when we trace out the
fermion degrees of freedom.

In the half-filled case in particular, the negative-sign problem disappears. Signs of
the weight factors W↑ and W↓ are the same, and hence the product of them is always
non-negative [Hirsch 83c, Hirsch 85a]. The proof is given in Appendix 5.D.

The third step is to carry out the trace operation in (5.7.9). This is possible because
the operatorsKσ and Ṽσ are written in quadratic forms with respect to fermion operators:

−βK/n = c†iKijcj and − βṼ /n = c†iV ijcj , (5.7.12)

where K and V are N × N matrices defined so as to reproduce (5.7.3) and (5.7.10).
Summation over repeated indices is assumed in (5.7.12). (For the time being we leave
out the subscript σ.) Note that the potential energy Ṽ depends on the auxiliary fields
{s}l, hence V does. (Hereafter the bar over a symbol indicates that the symbol denotes
an N ×N matrix.)

According to the equality (5.E.1) proved in Appendix 5.E, we have [Blankenbecler 81,
Hirsch 85a, De Raedt 92]

n∏
l=1

(
ec

†
i Kijcjec

†
iV ijcj

)
= ec

†
iHijcj , (5.7.13)

where the N × N matrix H is defined by

n∏
l=1

(
eKeV

)
= eH . (5.7.14)

The trace operation yields [Blankenbecler 81, Hirsch 85a, De Raedt 92]

W = Tr ec
†
i Hijcj = det

[
I + eH

]
, (5.7.15)

where I denotes the N ×N identity matrix. Here we have used the equality (5.E.18) in
Appendix 5.E.

Before proceeding to the fourth step we prepare a formula for measuring a physical
quantity Q. Repeating the same procedure as in (5.7.1)-(5.7.14), we have

〈Q〉q � 1

Zn

∑
{s}

TrQ
∏

σ=↑,↓
ec

†
iHijcj ,=

∑
{s} Q̃{s}W↑{s}W↓{s}∑

{s} W↑{s}W↓{s}
=
〈
Q̃
〉
MCS

, (5.7.16)

where

Q̃{s} ≡ 1

W↑W↓
TrQ

∏
σ=↑,↓

ec
†
i Hijcj . (5.7.17)
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Thus the average of Q̃ measured in a Monte Carlo simulation approximate the quantum-
statistical average 〈Q〉q as is mentioned in (5.C.1).

The most important quantity is the Green’s functions Q = ckσc
†
lσ. We can write other

physical quantities in terms of the Green’s functions in principle, using Wick’s theorem.
In order to obtain the equal-time Green’s function we measure

Q̃ = Gkl ≡
1

W
Tr ckc

†
l e

c†iHijcj . (5.7.18)

Here we have left out the spin index σ. Using a similar procedure to the one which gives
(5.7.15), we have the following simple formula [Blankenbecler 81, Hirsch 85a]:

G =
(
I + eH

)−1
. (5.7.19)

See the derivation of (5.E.20) in Appendix 5.E for the details. This matrix G plays an
important role below. A measurement formula for the Matsubara Green’s function is
also given in Appendix 5.E.

The fourth step is to evaluate (5.7.16) using the importance-sampling method. In
order to perform a simulation we have to calculate the ratio

R = R↑R↓ ≡
W ′

↑
W↑

·
W ′

↓
W↓

, (5.7.20)

as was explained in Section 5.1. Here W ′
σ denotes the weight calculated under a new spin

configuration. the new configuration differs from the old configuration by the direction
of a spin. First consider a flip of a spin on the n-th layer l = n:

sjn −→ s′jn = −sjn. (5.7.21)

The difference between W{s} and W{s}′ comes from the difference between exp(V )
and exp(V

′
): see (5.7.14)-(5.7.15). Since the matrix V is diagonal, we can write down

the following expression:

eV
′
= eV∆, (5.7.22)

where

∆ ≡

j
↓

1
1

γ + 1
1

. . .

 ← j

(5.7.23)

with

γ + 1 ≡ exp

(
−2βJσsjn

n

)
. (5.7.24)

Using the expression (5.7.22) and the “Green’s function” (5.7.19), we have

R =
det
[
I + eH∆

]
det
[
I + eH

] = det
[
I +
(
I −G

) (
∆− I

)]
(5.7.25)
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Since all the elements of the matrix ∆−I but one is vanishing, straightforward calculation
gives the final result

R = 1 + γ
(
1−Gjj

)
. (5.7.26)

The probability that sjn is flipped in a step of the simulation is obtained by R↑R↓/(1 +
R↑R↓). Note that, except in the half-filled case, the value R can be negative; we must
replace R by |R| as was done in Section 5.4.

We notice that it is convenient to keep values G in memory storage. After we update
a spin sjn we also have to update the values of G: G{s} −→ G

′ ≡ G{s}′. It takes much
time to calculate G

′
from the first definition (5.7.19). We construct G

′
from G in less

time as follows. Using the expression (5.7.22) again, we have

G
′
=
[
I +
(
G

−1 − I
)
∆
]−1

=
[
I +
(
I −G

) (
∆− I

)]−1
G ≡ C G. (5.7.27)

The matrix C
−1 ≡ I + (I −G)(∆− I) is a sparse matrix. It is possible to invert C

−1
to

C analytically.
When we want to flip a spin on the (n − 1)-th layer, we rewrite the matrix G in the

form

G
′′ ≡
(
I + eH

′′)−1
=
(
eKneV n

)
G
(
e−V ne−Kn

)
(5.7.28)

where

eH
′′
≡
(
eKneV n

) n−1∏
l=1

(
eKleV l

)
. (5.7.29)

Here we have to re-construct the matrices eKn and eV n from their definition.
To summarize, the algorithm goes as follows. First, choose an initial configuration

{s} and calculate G, (5.7.19). Next, repeat the following many times.

(I) Repeat the following n times from l = n to l = 1.

(1) Repeat the following N times from i = 1 to i = N .

(i) In order to update sil, calculate Pflip ≡ R↑R↓/(1 +R↑R↓) using (5.7.26).
(ii) Compare Pflip and a random number Prnd, and decide whether to flip the

spin or not.

(iii) If you decide to flip it, update the matrix G using (5.7.27).

(2) Reconstruct the matrix G using (5.7.28).

(II) Measure a quantity Q̃, (5.7.17).

The computational time for one Monte Carlo step depends on the size of the system
as N3n. This size dependence is a disadvantage of the method: compare it with the
dependence for the world-line approach, namely, proportional to Nn. First, since the
matrix C in (5.7.27) is sparse, we execute only several operations in the step (iii) to
obtain an element of the new matrix G

′
. The number of the elements is N2. We repeat

the step Nn times as well. Hence the computational time for the step (iii) is proportional

to N3n. Next, since the matrix eKeV is not so sparse, the number of operations to be
executed in the step (2), or in (5.7.28), is proportional to N3. We repeat the step n
times. Hence the computational time for the step (2) is also proportional to N3n.
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There is no restriction on measurable quantities in the present method. In the world-
line approach, on the other hand, there are some quantities that it is hard to measure,
as is mentioned at the end of Appendix 5.C.

In addition it is known by experience that difficulty of the negative-sign problem is
reduced using the method, which is expected from the above discussion.

At low temperatures, besides the negative-sign problem, we had another problem,
namely the numerical instabilities. In the calculation of the matrix eH in (5.7.14), we
have to multiply many exponential operators. At low temperatures, each operator has
a wide spectrum. In the multiplications of the operators, we have to add a very small
number to a very large number. The addition tends to result in the numerical error.

This problem has been overcome by repeating orthogonalization [Sorella 89, White 89].
We execute the Gram-Schmidt orthogonalization of the exponential operators; thus we
can sum up the small-number contributions separating them from the large-number con-
tributions.

The auxiliary-field approach has been successfully applied to the half-filled Hubbard
model [Hirsch 83c, Hirsch 85a, Gubernatis 85, Hirsch 87, Hirsch 89a], to the attractive-
interaction Hubbard model [Hirsch 85b]. In both cases the negative-sign problem does
not appear.

The approach has been applied even to the non-half-filled Hubbard model [Sorella 88,
White 89, Imada 89]. The argument on the temperature dependence of the negative-sign
problem, (5.4.18), has been developed in the studies on the model [Loh 90, Hamann 90,
Sorella 91].

The method is now extended to an algorithm [Zhang 91a, Zhang 91b, Zhang 92]
applicable to the t-J model [Kohn 64, Brinkman 70, Chao 77, Hirsch 85a, Anderson 87,
Baskaran 87, Zhang 88].

5.8 Ground-state algorithms

We have introduced Monte Carlo algorithms for studies on finite-temperature properties.
In the present section we introduce algorithms for studies on ground-state properties.

The study of ground-state phase transitions driven by quantum fluctuation is now
one of the most interesting problems in condensed-matter physics. Critical points are
defined in a parameter space of the relevant model, at which an energy gap from the
ground state vanishes in the thermodynamic limit. At these critical points, correlation
functions of the system show power-law behavior instead of exponential decay, and the
correlation length diverges.

In investigating ground-state phase transitions using quantum Monte Carlo methods,
however, there arises a problem, namely, the difficulty of taking the zero-temperature
limit. We investigate the relevant system first at finite temperatures, and take the
zero-temperature limit to extract the ground-state property. This can be performed
practically at temperatures low enough to satisfy the inequality T � ∆E. Here ∆E
denotes the energy gap just above the ground state. Near phase boundaries the energy
gap is narrow, and hence it is difficult to satisfy the condition T � ∆E.

Moreover, when we treat frustrated spin systems or fermion systems, the negative-
sign problem becomes quite serious at low temperatures.
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Some attempts to circumvent the problems have been proposed [Kalos 74, Kuti 82,
Blankenbecler 83, Sugiyama 86]. They are more or less based on the following formula:

e−βH |ψ〉 −→ e−βEg |ψg〉 as β → ∞, (5.8.1)

where |ψg〉 is the ground-state vector, Eg is the ground-state energy, and |ψ〉 is a trial
vector which is not orthogonal to |ψg〉. If the trial vector is orthogonal to the first
excited state, the extraction of the ground state may be performed even at rather high
temperatures (though the variable T = 1/β loses its meaning as the temperature). A
quantity in the ground state is given by

〈Q〉g ≡ 〈ψg |Q|ψg〉 = lim
β→∞

〈〈Q〉〉β (5.8.2)

with

〈〈Q〉〉β ≡

〈
ψ
∣∣∣e−βHQe−βH

∣∣∣ψ〉〈
ψ
∣∣∣e−2βH∣∣∣ψ〉 . (5.8.3)

In some methods the limit procedure β → ∞ itself is simulated, by interpreting
multiplications of a transfer matrix as a Markov process, We describe these methods
in Section 5.9. In the present section we fix the parameter β to estimate quantities
by a simulation. Analyzing the data we evaluate the quantities in the ground state.
We describe application of the world-line approach (Section 5.3) and the auxiliary-field
approach (Section 5.7) to the calculation of (5.8.2). (The former is the main subject of
Chapter 3.)

First we describe the application of the the world-line approach [Hatano 93b]. Fol-
lowing the standard procedure [Suzuki 77b, Suzuki 86b, Suzuki 87b], we first decompose
the density matrix as follows;

e−βH =
(
e−βA/(2n)e−βB/ne−βA/(2n)

)n
+O

(
β3

n2

)
(5.8.4)

with
H = A+B. (5.8.5)

We should keep the Trotter number n smaller than β to eliminate the correction term
O(β3/n2). Application of the decomposition to (5.8.3) yields

〈
ψ
∣∣∣e−2βH∣∣∣ψ〉 = lim

n→∞

〈
ψ

∣∣∣∣e−βA/(2n)e−βB/n
(
e−βA/ne−βB/n

)2n−1
e−βA/(2n)

∣∣∣∣ψ〉 . (5.8.6)

Next we prepare an orthonormal set of bases which diagonalize the operators {σz
i }.

We insert the resolution of the unit operator 1̂ between each pair of exponential operators
in (5.8.4). At the same time we expand the trial function with respect to the bases as

|ψ〉 =
∑

F ({σ}) |{σ}〉 . (5.8.7)

Thus we interpret the quantity (5.8.6) as the partition function of an Ising-spin system
of the checkerboard type [Hirsch 82]. The partition function is given by [Hatano 93b]

Zn ≡
∑

F ({σ}0)W ({σ}0, {σ}1, . . . , {σ}4n+1)F ({σ}4n+1). (5.8.8)
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where

W ({σ}0, {σ}1, {σ}2, . . . , {σ}4n+1)

≡
〈
{σ}0

∣∣∣∣ e−βA/(2n)

∣∣∣∣ {σ}1〉〈{σ}1 ∣∣∣∣ e−βB/n

∣∣∣∣ {σ}2〉
· · · ×

〈
{σ}4n−1

∣∣∣∣ e−βB/n
∣∣∣∣ {σ}4n〉〈{σ}4n ∣∣∣∣ e−βA/(2n)

∣∣∣∣ {σ}4n+1〉 . (5.8.9)

On the other hand, in the finite-temperature algorithm described in Section 5.3, we
transform the partition function of the quantum system into that of the corresponding
Ising system, (5.3.8). This system differs from the system (5.8.8) in boundary conditions.
In the finite-temperature algorithm we require the periodic-boundary conditions {σ}2n =
{σ}0. In the formulation (5.8.8) we require constrained-boundary conditions on the spins
{σ}0 and {σ}4n+1; a spin configuration {σ}0 appears with a rate determined by the
Boltzmann factor W ({σ}0) times the extra factor F ({σ}0).

When we perform the importance sampling of (5.8.8), we have to flip the spins {σ}0
and {σ}4n+1,

{σ} −→ {σ}′, (5.8.10)

according to the ratio
R = R1R2, (5.8.11)

where

R1 ≡ W ({σ}′0)
W ({σ}0)

(5.8.12)

and

R2 ≡ F ({σ}′0)
F ({σ}0)

. (5.8.13)

Since the interactions of the Ising system are of short range, the factor R1 can be cal-
culated easily. The factor R2 can also be calculated for a wide class of trial functions
[Hatano 93b]. The other spins are flipped only according to the factor R1.

The same procedure as (5.8.4)-(5.8.9) yields [Hatano 93b]

〈〈Q〉〉β � 1

Zn

∑
{σ}

Q̃fWf, (5.8.14)

where

Q̃({σ}2n, {σ}2n+1) ≡

〈
{σ}2n

∣∣∣e−βA/(2n)Qe−βA/(2n)
∣∣∣ {σ}2n+1〉〈

{σ}2n
∣∣∣e−βA/n

∣∣∣ {σ}2n+1〉 . (5.8.15)

Measurement of Q̃ thereby gives a Monte Carlo estimate of 〈〈Q〉〉β.
Next we describe the application of the auxiliary-field approach to the calculation of

(5.8.3). We utilize the Suzuki-Trotter approximation

e−βH �
(
e−βV/2ne−βK/ne−βV/2n

)n
= e−βV/2n

(
e−βK/ne−βV/n

)n−1
e−βK/ne−βV/2n (5.8.16)

combined with the Stratonovich-Hubbard transformation (5.7.6).
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At the same time we define the trial function as a direct product of one-particle states
[Sugiyama 86, Sorella 88, Sorella 89, White 89, Imada 89, Von der Linden 90]:

|ψ〉 ≡
M⊗

m=1

(
N∑

k=1

Fkm |k〉
)
, (5.8.17)

where
|k〉 ≡ c†k |0〉 , (5.8.18)

and M is the number of the fermions.
We thus obtain an expression of (5.8.3) in a form similar to (5.7.8), that is,〈

ψ
∣∣∣e−2βH∣∣∣ψ〉 � A−1∑

{s}
W↑{s}W↓{s} (5.8.19)

with

Wσ{s} ≡
〈
ψ

∣∣∣∣∣e−βṼσ{s}0/2n

[
2n−1∏
l=1

(
e−βKσ/ne−βṼσ{s}l/n

)]
e−βKσ/ne−βṼσ{s}2n/2n

∣∣∣∣∣ψ
〉

(5.8.20)

and
A ≡ 2N(2n+1)eβUN/2. (5.8.21)

Employing the equality (5.7.13) we further reduce the expression (5.8.20) to

Wσ{s} =
〈
ψ

∣∣∣∣ec†i Hijcj

∣∣∣∣ψ〉 , (5.8.22)

where the N × N matrix H is defined by

eV /2

[
2n−1∏
l=1

(
eKeV

)]
eKeV /2 = eH . (5.8.23)

As is shown in (5.E.17), the application of the operator exp(c†iHijcj) to a direct
product of one-particle states, (5.8.17), yields [Imada 89]

Wσ{s} =
M⊗

m1=1

M⊗
m2=1

(
〈k| tFm1k

)((
eHF

)
lm2

|l〉
)
= det

[
tF eHF

]
, (5.8.24)

instead of (5.7.15). (The summation over k and l is assumed here.) The product tFHF
is an M × M matrix.

A quantity Q can be measured with the formula (5.7.16). The equal-time Green’s
function is, instead of (5.7.18), given by the following N × N matrix [Imada 89]:

G = F
(
tF eHF

)−1
tF eH . (5.8.25)

We obtain the flip ratio of Boltzmann weights, (5.7.20), in the form

R = 1 + (γ + 1)Gjj, (5.8.26)

instead of (5.7.26).
Thus we can use the algorithm given below (5.7.29) as it is.
As is discussed at the beginning of the present section, if we optimize the trial

vector, we may achieve the zero-temperature limit even at rather high temperatures
[Furukawa 91b, Hatano 93b]. This property is useful in studies on ground-state phase
transitions (Chapter 3 [Hatano 93b]), in which the energy gap becomes narrow. It is
also useful in studies on the ground state of frustrated spin systems and fermion systems
[Furukawa 91b], in which the negative-sign problem appears at low temperatures.
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5.9 Diffusion Monte Carlo method

In this section we review the diffusion Monte Carlo method, which has been proposed
under the names of the projector Monte Carlo method and the Green’s-function Monte
Carlo method.

The aim of the Green’s-function Monte Carlo method [Kalos 62, Kalos 79, Schmidt 84,
Schmidt 92, De Raedt 92] and the projector Monte Carlo method [Kuti 82,
Blankenbecler 83] is to study on ground-state properties of quantum systems. The
former was proposed at first for studies on quantum gases and liquids in continuous
space; the latter was proposed for quantum lattice problems. There is no big difference
between them. The method is generalized to the thermofield quantum Monte Carlo
method [Suzuki 85c, Suzuki 86a, Suzuki 86c, Suzuki 87a], by which we can study on
thermodynamic properties.

The starting point is the power method, which is also utilized in the previous section.
The ground state emerges after successive applications of a matrix to a test vector:

|ψg〉 = lim
n→∞T n |ψ〉 , (5.9.1)

where the test vector is an appropriate superposition of the base kets:

|ψ〉 ≡
∑
{σ}

F ({σ}) |{σ}〉 . (5.9.2)

A quantity Q at the ground state is estimated as

〈Q〉g ≡ 〈ψg |Q|ψg〉 = lim
n→∞

〈
ψ
∣∣∣tT nQT n

∣∣∣ψ〉〈
ψ
∣∣∣tT nT n

∣∣∣ψ〉 . (5.9.3)

In the Green’s-function Monte Carlo method the matrix T is defined by

T ≡ I −∆τH (5.9.4)

with ∆τ < 1/n, while in the projector Monte Carlo method

T ≡ e−∆τAe−∆τB (5.9.5)

is used in association with the decomposition of the Hamiltonian H = A + B. These
definitions are equivalent up to the first power of ∆τ .

Although the starting point is quite similar to the ground-state algorithm described
in the previous section, the sampling method is considerably different. In the diffusion
Monte Carlo method the limit procedure n → ∞ itself is simulated, by interpreting
multiplications of the matrix as a Markov process.

Let us review the simulation of a diffusion process. Consider a Markovian diffusion
process of a walker on a chain. We define a stochastic matrix L, whose elements L(i, j)
is the probability that a walker hops from the j-th site to the i-th site in a time interval
∆τ : the matrix is hence a non-negative matrix. Because the total probability must be
unity, all the elements in a column of the matrix add to one:∑

i

L(i, j) = 1 for all j. (5.9.6)
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i0

n

t Figure 5.10 The diffusion process of
random walkers.

The successive applications of the matrix to an initial distribution Pinit(j) yield a unique
stationary distribution:

Pstat = lim
n→∞LnPinit. (5.9.7)

A Monte Carlo simulation of the diffusion process is carried out as follows; see
Fig. 5.10. First, generate a random number i(0) according to the initial distribution
Pinit(i(0)), and place a walker on the site i(0). Second, generate a random number i(1)
according the distribution L(i(1), i(0)), and move the walker to the site i(1). Repeat the
movement n times, and record the final position of the walker, i(n), as a sample. This
is the whole sequence of a trial. After we repeat the trials M times, we obtain a Monte
Carlo estimate of the stationary distribution of walkers in the form

Pstat(j) �
1

M

M∑
m=1

δ(j, im(n)) (5.9.8)

where im(n) is the state where the m-th walker finally reaches. (In practical use many
walkers are simulated simultaneously.)

The diffusion Monte Carlo method is based on the similarity between (5.9.1) and
(5.9.7). We simulate the diffusion of a walker in the Hilbert space, moving the walker
from a state {σ} to another state {σ}′. In the case of (5.9.1), however, the matrix T is
not stochastic, that is, the condition (5.9.6) does not hold. We decompose the matrix T
into a stochastic matrix D and a weight w:

T ({σ}′, {σ}) = w({σ}′)D({σ}′, {σ}), (5.9.9)

where D satisfies the condition (5.9.6). Simulating the diffusion, we accumulate a weight
of every state {σ}(t) along the diffusion path:

W (Γ) ≡
∏
Γ

w({σ(t)}), (5.9.10)

where Γ specifies a sequence of n states through which the initial state {σ(0)} migrates:

Γ ≡ {{σ(0)}, {σ(1)}, {σ(2)}, . . . , {σ(n)}}. (5.9.11)
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After M trials we obtain a set of final bases {|{σ(n)}m〉} (m = 1, 2, . . . ,M) and a set of
the weights of them {W (Γm)}. An estimate of the ground-state wave function is given
by

|ψg〉 �
1

M

M∑
m=1

W (Γm) |{σ(n)}m〉 . (5.9.12)

Substitution of (5.9.12) to (5.9.3) gives the average of a quantity.

Hetherington pointed out [Hetherington 84] that a problem may appear when the
number n is large. Since the matrix T is not a stochastic matrix, the random walkers
do not generally reproduce the ground-state distribution; in other words, the formula
(5.9.12) is not correct. As n increases, the distribution of the random walkers system-
atically deviates further from the ground-sate distribution; see [Hetherington 84] for a
concrete example.

There appears a dilemma. Because of the above difficulty, we have to terminate the
simulation at a small number n. When n is too small, on the other hand, the convergence
to the ground state is insufficient.

In order to improve the situation we introduce a guidance function fG, and modify
the process as follows [Kalos 74]:

˜|{σ}〉 ≡ fG({σ}) |{σ}〉

and T̃ ({σ}′, {σ}) ≡ fG({σ}′)
fG({σ})

T ({σ}′, {σ}). (5.9.13)

It is known from some examples that the systematic error is reduced when the guidance
function is similar to the ground-state function. When not even a rough estimate of the
ground-state function is known, we cannot help choosing the guidance function on an
assumption. There is no general way to know the systematic error in that case.

Advantages of the diffusion Monte Carlo method over the world-line approach are
pointed out as follows: (i) Samples {{σ(n)}m} are independent of each other, while in
the world-line approach a sequence of samples auto-correlates. (ii) Once a state {σ(l)}
is generated, memory of the previous state {σ(l − 1)} can be discarded.

On the other hand, overcome of the disadvantage concerning the systematic error is
desirable.

When we apply the method to frustrated spin systems or fermion systems, the
negative-sign problem appears. Some of elements of the matrix T for these models
are negative, and hence some of w in (5.9.9) are negative. Cancellation occurs in the
summation of (5.9.12).

In order to circumvent the cancellation, the fixed-node approximation has been de-
vised [Ceperley 80, Vitiello 91]. (i) We assume location of the nodal surfaces where the
sign of the ground-state wave function changes, and divide the whole Hilbert space into
several regions. (ii) We carry out the diffusion of states within each region individually.
It is known [Moskowitz 82] that the ground-state energy estimated by the approxima-
tion gives an upper bound of the true ground-state energy. (iii) We should optimize the
assumed location of the nodal surfaces.

The approximation may be convenient as a variational approach. There is, however,
no general way to know how far the upper bound is from the true ground-state energy.
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An application of the Green’s-function Monte Carlo method to quantum lattice prob-
lems has begun quite recently. The one-dimensional S = 1 Heisenberg antiferromag-
net [Parkinson 85a, Nightingale 86, Takahashi 89] and the two-dimensional Heisenberg
antiferromagnet [Barnes 88a, Barnes 88b, Barnes 89, Gross 89, Carlson 89, Trivedi 89,
Trivedi 90, Runge 92] have been studies by the method. The two-dimensional Hubbard
model is also studied [An 91] with the use of the fixed-node approximation.

5.10 Handscomb’s method

In this section we review Handscomb’s method. The method is quite different from
the methods described above. Here we sample expansion terms of high-temperature
expansion, performing a Monte Carlo simulation.

Consider the ferromagnetic Heisenberg model in a magnetic field:

H = H1 +H0, (5.10.1)

where

H1 ≡ −J

2

∑
〈i,j〉

σi · σj and H0 ≡ −H
∑
i

σz
i . (5.10.2)

The summand of H1 can be rewritten in the form

σi · σj = 2Pb − 1, (5.10.3)

where b denotes the nearest-neighbor bond 〈i, j〉. The operator Pb is the exchange
operator, which causes a permutation between states on the sites i and j; for example,
Pb |↑↓〉 = |↓↑〉. Leaving out a constant term JN/2, we can express H1 as

H1 = −J
∑
b

Pb. (5.10.4)

Since the two terms commute with each other,

[H1,H0] = 0, (5.10.5)

the statistical average of a quantity Q is expressed as follows:

〈Q〉q ≡ 1

Zq
TrQe−βH1e−βH0 with Zq ≡ Tr e−βH1e−βH0 . (5.10.6)

Expanding the term e−βH1 , we have the following high-temperature expansion of the
model:

Zq =
∞∑

n=0

(βJ)n

n!
Tr
(∑

Pb

)n
e−βH0 . (5.10.7)

The summand is further expanded in the form

Tr
(∑

Pb

)n
e−βH0 =

∑
Cn

W (Cn), (5.10.8)

where
W (Cn) ≡ TrPb1Pb2 · · ·Pbne

−βH0 . (5.10.9)
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Here Cn denotes a sequence of nearest-neighbor bonds:

Cn ≡ {b1, b2, . . . , bn} . (5.10.10)

The average of a quantity (5.10.6) is given by

〈Q〉q =

∑
n

∑
Cn

Q̃(Cn)W (Cn)∑
n

∑
Cn

W (Cn)
, (5.10.11)

where

Q̃(Cn) ≡
1

W (Cn)
TrQPb1Pb2 · · ·Pbne

−βH0 . (5.10.12)

Handscomb proposed replacing the summations
∑

n and
∑

Cn
by a Monte Carlo sum-

mation [Handscomb 62, Handscomb 64, Lyklema 82, Lyklema 83, Lyklema 84, Chen 91].
We successively generate sequences Cn using the importance-sampling technique, and
measure the quantity Q̃ every time. We define the following Monte Carlo “flips”:

(i) Addition, Cn −→ C ′
n+1 = Cn + bn+1, (5.10.13)

(ii) Deletion, Cn = b1 + C ′
n−1 −→ C ′

n−1, (5.10.14)

(iii) Rotation, Cn = b1 + C ′′
n−1 −→ C ′

n = C ′′
n + b1. (5.10.15)

Here the addition of a bond is defined by

{b1, b2}+ b3 = {b1, b2, b3} . (5.10.16)

Note that the order of the bonds in the notation is relevant.
It is essential for applicability of the method that the ratio of the weight

W (Cn+1)/W (Cn) and the measured quantity Q̃ are calculated quickly. As for the
isotropic Heisenberg model, we can obtain them analytically. When we can decom-
pose a sequence Cn into k strings each of which connects ai sites (i = 1, 2, . . . , k), the
weight of the sequence is given by [Handscomb 64, Lyklema 82, Lyklema 84]

W (Cn) =
k∏

i=1

2 cosh aiβH. (5.10.17)

In a vanishing field H = 0 the formula reduces to a simple factor; we can estimate the
ratio W (Cn+1)/W (Cn) easily.

An advantage of the present method is that we directly evaluate the quantum-
statistical average, contrary to the methods based on the Suzuki-Trotter decomposition.
In the latter method we introduce the Trotter number n and analyze the data to obtain
the quantum limit n → ∞. In the present method no extrapolation procedures are
necessary.

The method has been applied to the ferromagnetic Heisenberg model [Lyklema 83,
Lyklema 84], and to the exchange interaction models with higher S [Chen 88]. The
latter model is defined by summation of exchange operators for an arbitrary S, which is
generally a polynomial of Si · Sj [Chen 72].
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In the antiferromagnetic case J < 0, however, the expansion (5.10.7) is an alternating
series because a sign comes from the coefficient (βJ)n for odd integers n. Numerical
evaluation of a summation over an alternating series is generally difficult because of
cancellation on a large scale. Another series expansion has been proposed to improve
the situation using the expression [Lee 84b, Manousakis 88, Gomez-Santos 89]

−σi · σj = 2(h2b − hb)− 1, (5.10.18)

instead of the expression (5.10.3). Here the operator hb is given by

hb ≡ σ+i σ−
j + σ−

i σ+j . (5.10.19)

(Hereafter we leave out the constant term in (5.10.18).) The partition function is ex-
panded in the form

Z =
∞∑

n=0

(β|J |)n
n!

∑
Cn

(−1)n1Tr (Ob1Ob2 · · ·Obn) , (5.10.20)

where the operator Ob is either hb or h2b . The set {Ob1, . . . , Obn} contains n1 pieces of
hb and n2 pieces of h

2
b with n1 + n2 = n. The summand does not vanish only when the

operators hb form a closed circle on the lattice. Hence in case of bipartite lattices the
number n1 is even, and the summand is always positive.

The method, applied to the antiferromagnetic Heisenberg model on a square lattice,
has yielded results [Manousakis 88, Manousakis 89] which can be compared to the re-
sults by the world-line Monte Carlo method [Ding 90a, Makivic 91, Ding 91]; see Ref.
[Manousakis 91] for a review.

Applicability of the present method strongly depends on the computational time
necessary to evaluate W (Cn). In the Heisenberg model, evaluation is easy because of
the symmetry of the model. As for other models it may not be the case; we may have to
further expand the weight W to obtain a tractable expression [Sandvik 91, Sandvik 92].

Kadowaki and Ueda [Kadowaki 86, Kadowaki 87, Kadowaki 89] have performed sim-
ulations by the simple-sampling method in order to evaluate expansion coefficients them-
selves. Since less than ten coefficients have been estimated, they have had to employ a
kind of Padé approximation. Though a systematic error may be hidden in the results,
their estimates seems to agree with other results.

5.11 Decoupled-cell method

In this section we mention the decoupled-cell method. This method is rather different
from the methods mentioned so far.

As is explained in Section 5.1, it is difficult to apply naively the classical Metropolis
algorithm to quantum-mechanical systems, because it is difficult to calculate the ratio of
the Boltzmann factors. In the decoupled-cell method the Boltzmann factor of finite-size
cells approximate the Boltzmann factor of the whole system.

Consider a flip trial of a spin on the i-th site, that is,

σi −→ −σi; (5.11.1)
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we leave other spins as they are. When we naively adopt the Metropolis algorithm, we
have to calculate the ratio

R =

〈
−σi

∣∣∣e−βH
∣∣∣− σi

〉
〈
σi

∣∣∣e−βH
∣∣∣σi

〉 . (5.11.2)

Since it is difficult to calculate the ratio as was described in Section 5.1, we employ the
following approximation [Homma 84, Homma 86a]:

R ∼

〈
−σi

∣∣∣∣e−βH(ν)
i

∣∣∣∣− σi

〉
〈
σi

∣∣∣∣e−βH(ν)
i

∣∣∣∣σi

〉 , (5.11.3)

whereH(ν)
i denotes the Hamiltonian of a cell whose origin is the i-th site and whose radius

is ν. Here the cell should be small enough to be easily diagonalized. Then we perform
a simulation using the approximate ratio (5.11.3). Physical quantities are measured in
a suitable spin representation; when we employ the x-direction as the quantization axis,
we obtain the transverse magnetization and transverse correlations [Horiki 89].

In the approximation (5.11.3) we neglect quantum-mechanical coherence between the
inside and the outside of the cell H(ν). This neglect may be justified when the coherence
length is smaller than ν. Hence, at least at high temperatures, we expect that the
method works [Matsuda 88].

An advantage of the present method over the Suzuki-Trotter approach is the disap-
pearance of the negative-sign problem. Since we only use diagonal elements of the cell
density matrix in (5.11.3), the ratio r(σ) is necessarily positive. Thus the method looks
applicable even to frustrated spin systems at low temperatures [Homma 86b, Zeng 90].
At low temperatures, however, the coherence effect appears distinctly, and may exceed
the size of the decoupled cell. In this case the applicability of the method is questionable.
In fact we observe a systematic error in the results for the one-dimensional XY model
[Homma 86a].

The error decreases when we treat larger cells. Concerning the convergence in the
limit ν → ∞ at low temperatures, only an empirical discussion is available so far
[Zeng 90]. In contrast, the convergence in the infinite-Trotter-number limit in the case
of the Suzuki-Trotter approach is well known as was mentioned in Section 5.2. Scaling
of the cell size ν with the temperature should be discussed in future.

5.12 Dynamics and the maximum-entropy method

In this section we describe a method of obtaining information on dynamics. There
has been no efficient Monte Carlo algorithm for direct measurement of functions which
describes dynamic properties; for example, the real-time Green’s function. Obtaining
Monte Carlo data of thermodynamic quantities, we have to carry out analytic continu-
ation from the imaginary time iτ to the real time t. However, the analytic continuation
based on noisy numerical data is difficult in general.

Recently the maximum-entropy method developed in the field of the information
theory was applied to the present problem [Silver 90a, Silver 90b, Gubernatis 91]. We
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describe the method later, assuming that Monte Carlo data of thermodynamic quantities
are available.

Let us review the relation between the real-time Green’s function and the imaginary-
time Matsubara Green’s function (see [Abrikosov 61] for reference). We show that the
analytic continuation is essentially equivalent to the inverse Laplace transformation.

The linear response of a system at finite temperatures to a time-dependent external
field is described by the real-time Green’s function [Kubo 57]

G(t) ≡ −i
〈
T
[
c(t)c†

]〉
, (5.12.1)

where T denotes the time-ordering operator, and c(t) denotes the Heisenberg represen-
tation of the operator c,

c(t) ≡ eiHtce−iHt. (5.12.2)

Note that the symbol 〈· · ·〉 denotes the thermal average as it did above. Hence the Green’s
function also depends on the temperature, though we have left out the argument β.

Hereafter we concentrate on the fermion systems; then the retarded Green’s function,

GR(t) =

{
i
〈{

c(t), c†
}〉

for t > 0,

0 for t < 0,
(5.12.3)

and the advanced Green’s function,

GA(t) =

{
0 for t > 0,

−i
〈{

c(t), c†
}〉

for t < 0,
(5.12.4)

are related with the real-time Green’s function as follows;

GR(ω) = ReG(ω) + iImG(ω) coth
βω

2
(5.12.5)

GA(ω) = ReG(ω)− iImG(ω) coth
βω

2
. (5.12.6)

Here the functions G(ω) are the Fourier components of the corresponding functions G(t).
The retarded Green’s function GR(ω) is analytic in the upper half plane of the variable
ω, while the advanced Green’s function GA(ω) is in the lower half plane.

The Matsubara Green’s function, on the other hand, is defined by

G(τ) ≡
〈
c(τ)c†

〉
(5.12.7)

with
c(τ) ≡ eτHce−τH. (5.12.8)

The function is defined in the domain [−β, β]. This function can be estimated by means
of Monte Carlo simulations. The Fourier component of the function is given on the
discrete points of the Matsubara frequencies, that is,

ωn ≡ (2n+ 1)π

β
(5.12.9)

for fermions.



86 Chapter 5. Quantum Monte Carlo and Related Methods

The Monte Carlo data of the Matsubara Green’s function give information about the
real-time Green’s function on the imaginary axis. The Fourier components are related
with the real-time Green’s functions in the following form;

G(ωn) =

{
GR(iωn) for ωn > 0,
GA(iωn) for ωn < 0.

(5.12.10)

The problem is how to carry out the analytic continuation to the real axis.
The analytic continuation is essentially equivalent to the inverse Laplace transforma-

tion. With the use of the relation (5.12.10), the Matsubara Green’s function in terms of
τ is given by

G(τ) =
1

β

∞∑
n=−∞

e−iωnτG(ωn)

=
1

β

−1∑
n=−∞

e−iωnτGA(iωn) +
1

β

∞∑
n=0

e−iωnτGR(iωn)

=
∫ ∞

−∞
dω

2πi

e−τω

1 + e−βω

(
GR(ω + i0)− GA(ω − i0)

)
. (5.12.11)

We define the spectral density in the Lehmann representation,

ρ(ω) ≡ 1

2πi

(
GR(ω + i0)− GA(ω − i0)

)
, (5.12.12)

which gives the imaginary part of the real-time Green’s function. We arrive at the
relation similar to the Laplace transformation,

G(τ) =
∫ ∞

−∞
e−τω

1 + e−βω
ρ(ω)dω. (5.12.13)

The analytic continuation is equivalent to the inverse transformation of (5.12.13). Since
the real part and imaginary part of the Green’s function are related, the spectral density
(5.12.12) contains information about the entire Green’s function.

Now the problem is how to obtain a set of data of the spectral density {ρi} ≡ {ρ(ωi)}
from a set of noisy data of the Matsubara Green’s function {Gdata(τj) ± σj}. A naive
method of the inverse transformation of (5.12.13) may be the least-squares method. We
determine the set {ρi} so that the set {Gfit(τ)} given by

Gfit(τ) ≡
∑
i

e−τωi

1 + e−βωi
ρ(ωi)∆ω (5.12.14)

may minimize the value

χ2 ≡
∑
j

(Gdata(τj)− Gfit(τj))2

σ2j
. (5.12.15)

The least-squares method, however, does not work in general. The naive application
of the least-squares method yields a result which generally does not satisfy physical
conditions. We have knowledge about the spectral density ρ(ω) prior to the data analysis;
that is, the positivity

ρ(ω) ≥ 0 for all ω, (5.12.16)
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and the sum rule ∫ ∞

−∞
ρ(ω)dω = 1. (5.12.17)

If the result does not satisfy these conditions, it might be nonsense in the physical point
of view.

Data-analysis problems of this type frequently appear in many fields of science.
The maximum-entropy method is one of the standard methods for the problems; see
[Skilling 89a] for a review. A common feature of the difficulty in these problems is the
competition between measured data and prior knowledge; when we insist on the mea-
sured data, we might obtain a result contradicting the prior knowledge, and vice versa.
By the maximum-entropy method we control the competition.

The maximum-entropy method is based on Bayse’s theorem, which is the law of
conditional probabilities. The joint likelihood of the data {Gdata} and the image {ρ},
P [data, image] is decomposed as

P [data, image] = P [data|image]× P [image] = P [image|data]× P [data], (5.12.18)

where P [X|Y ] denotes the likelihood of X under the condition that Y is given. We have
to maximize P [image|data] in order to obtain the most likely image under the condition
that the data is given. The maximum of P [image|data] is achieved when P [data|image]
and P [image] are maximized as well as P [data] is minimized.

The likelihood of the data P [data] is expressed by the statistical errors of the data,
which is assumed to be given and fixed.

The conditional probability P [data|image] may be defined by

P [data|image] ∝ e−χ2/2, (5.12.19)

where χ2 is given in (5.12.15). Here we have assumed that likelihood of each data point
Gdata(τj) is given by the Gaussian factor,

1√
2πσj

exp

[
−(Gdata(τj)− Gfit(τj))2

2σ2j

]
(5.12.20)

and that the measurements of data are mutually independent.
The quantity P [image] indicates how an image is likely in comparison with the pos-

itivity and the sum rule of {ρ}. In order to define this quantity we somehow make a
proposal {mi} of the image {ρ(ωi)}; the proposal is called a “default model”. The default
model should be chosen so as to satisfy the prior knowledge;

mi ≥ 0 (5.12.21)

and ∑
i

mi∆ω = 1. (5.12.22)

The difference between a presumed image and the default model may be measured with
the Shannon entropy,

S[ρ] =
∑
i

[
ρ(ωi)− mi − ρ(ωi) ln

(
ρ(ωi)

mi

)]
∆ω. (5.12.23)
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Figure 5.11 The value χ2, (5.12.15),
and the entropy S, (5.12.23). The
points (a), (b) and (c) on the abscissa
correspond to the maximum of S, the
minimum of χ2/2 and the minimum of
(5.12.25), respectively.

It is shown [Skilling 89b] that the only consistent measure of the quantity P [image] for
a positive and additive image is

P [image] = eαS, (5.12.24)

where α is a parameter.
The maximization of P [image|data] is, therefore, equivalent to the maximization of

P [data|image]× P [image], or minimization of

χ2

2
− αS, (5.12.25)

and thus we arrive at a guess {ρ}. The maximum-entropy method thereby turns out to
be a method of arranging a compromise between measured data and prior knowledge;
see Fig. 5.11. The maximum of S (or the minimum of −S) corresponds to the guess of
the default model ρ(ωi) = mi, while the minimum of χ2/2 corresponds to the guess by
the least-squares method.

An algorithm to determine the parameter α has been given as well as one to estimate
appropriateness of a default model [Gubernatis 91].

Although estimation of possible systematic errors may not be easy, the method has
been successfully applied to the Anderson model [Silver 90c, Jarrell 91b], dilute magnetic
alloys [Jarrell 90, Jarrell 91a], one- and two-dimensional Heisenberg antiferromagnets
[Deisz 90, Makivic 92a] and the one-dimensional t-J model [Deisz 92].

5.A Transfer-matrix calculations using the fractal

decomposition∗∗

In the present Appendix, transfer-matrix calculations were made to confirm the rapid
convergence n → ∞ of approximants of the fractal decomposition. We study the Trotter-
number and temperature dependence of correction terms of approximants.

All the calculations in the present appendix were performed for the spin 1/2 antifer-
romagnetic XXZ model on the triangular lattice of size 4× 2:

H ≡
∑
〈i,j〉

[
−Jxy(σ

x
i σ

x
j + σy

i σ
y
j )− Jzσ

z
i σ

z
j

]
(5.A.1)

∗∗The content of this appendix was published in [Hatano 91b].
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Figure 5.12 (a) All the calculations were performed on the triangular lattice of size
4× 2 with periodic boundary conditions. (b) A piece of the Hamiltonian into which the
total Hamiltonian is decomposed.

where
∑

〈i,j〉 denotes the summation over all the nearest neighbours on the lattice with
periodic boundary conditions, as illustrated in Fig. 5.12(a).

Hereafter the following three cases of the parameters Jxy and Jz are examined; namely
the Ising-like case (Jxy = −1/4, Jz = −1), the isotropic Heisenberg case (Jxy = Jz = −1),
and the XY -like case (Jxy = −1, Jz = −1/4).

To apply the Suzuki-Trotter decomposition to the density matrix e−βH, the total
Hamiltonian (5.A.1) is decomposed into the following four parts [Takasu 86]:

H = HA +HB +HC +HD, (5.A.2)

where

HA ≡ H(a, b, f, e) +H(c, d, h, g),

HB ≡ H(b, c, g, f) +H(d, a, e, h),

HC ≡ H(f, g, c, b) +H(h, e, a, d),

and HD ≡ H(e, f, b, a) +H(g, h, d, c), (5.A.3)

with

H(p, q, r, s) ≡ 1

2

∑
〈i,j〉=〈p,q〉,〈q,r〉,

〈r,s〉,〈s,p〉

[
−Jxy(σ

x
i σ

x
j + σy

i σ
y
j )− Jzσ

z
i σ

z
j

]

+
[
−Jxy(σ

x
pσ

x
r + σy

pσ
y
r )− Jzσ

z
pσ

z
r

]
, (5.A.4)

as illustrated in Fig. 5.12(b).
The following two kinds of the Suzuki-Trotter decomposition are used and compared

in the present appendix; (a) the second-order decomposition [Suzuki 85d, Fye 86] with
a Trotter number n2,

e−βH =

[
S2

(
− β

n2

)]n2

+O

(
β3

n22

)
, (5.A.5)

where

S2(x) ≡ exHA/2exHB/2exHC/2exHDexHC/2exHB/2exHA/2 = exH +O(x3), (5.A.6)
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and (b) the fourth-order decomposition [Suzuki 90, Suzuki 91] with a Trotter number
n4,

e−βH =

[
S4

(
− β

n4

)]n4

+O

(
β5

n44

)
, (5.A.7)

where

S4(x) ≡ S2(p2x)S2(p2x)S2((1− 4p2)x)S2(p2x)S2(p2x) = exH +O(x5), (5.A.8)

with

4p32 + (1− 4p2)
3 = 0, or p2 = (4− 3

√
4)−1 � 0.41449 · · · . (5.A.9)

The parameter p2 is chosen to cancel out the third-order corrections of the product of the
five operators S2 in (5.A.8). The fourth-order correction proves to vanish automatically
[Suzuki 90, Suzuki 91]. Note that the propagator S4(−β) yield a to-and-fro path in the
direction of the imaginary time τ = 0 → β, owing to the part (1− 4p2) < 0 in (5.A.8).

The approximate partition functions are defined by

Z2(β) ≡ Tr

[
S2

(
− β

n2

)]n2

(5.A.10)

and

Z4(β) ≡ Tr

[
S4

(
− β

n4

)]n4

. (5.A.11)

We calculated corrections to the approximants Z2 and Z4 in (5.A.10) and (5.A.11)
as follows.

We express the transfer matrices with the orthonormal set of the bases {|{σ}k〉}
which are the eigenstates of the operators {σz} at the eight sites. The transfer matrices
in this expression 〈{σ}k| exp(−xHj)|{σ}k+1〉 are block-diagonalized into the subspaces
of the total magnetization Mz = 4, 3, 2, . . . ,−3,−4. The maximal size of the blocks
of the matrix is 70 × 70, and the multiplications of the blocks can be easily made on
computers. Once the matrices S2 and S4 are calculated as in (5.A.6) and (5.A.8), then
the Trotter number n = 2q can be achieved only by q times operations of matrix-product.
Thus we calculated the approximate partition functions (5.A.10) and (5.A.11). On the
other hand, the matrix of the original Hamiltonian 〈{σ}|H|{σ′}〉 has the same size as
the transfer matrix. Exact diagonalization of H can be made on computers. Hence we
can obtain the true partition function. Corrections to the approximants Z2 and Z4 in
(5.A.10) and (5.A.11) were thus calculated.

We compare these approximants with the number of the exponential operators fixed.
For the second-order decomposition, the number of the operators is L2 = 6n2. In the case
of the fourth-order decomposition (5.A.7) with the Trotter number n = n4, the number is
L4 = 30n4, because five operators of S2 are combined into one operator of S4 in (5.A.8).
When these approximants are applied to quantum Monte Carlo simulations, the CPU-
time for the simulations is proportional to the number of the exponential operators.
From this point of view, comparisons between these two decompositions should be made
under the condition L2 = L4, or n2 = 5n4. Hereafter the Trotter numbers n2 and n4 are
chosen so as to satisfy this condition. We leave out the subscript of n4, while we define
n2 = 5n except where mentioned explicitly.
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We discuss, in the following, the Trotter-number dependence of correction terms in
high-temperature regions.

The partition functions and the energies of the system calculated with (5.A.5) and
(5.A.7) at the temperature T = 10.0 are plotted in Fig. 5.13 in the Ising-like case, for
example. The behaviour in the other two cases is quite similar to it.

Since the inverse temperature β = 0.1 (with kB = 1) is rather small, the data of the
partition functions (Fig. 5.13(a)) can be fitted well to the following functions even for
rather small Trotter numbers n � 1:

Z2(β)− Zexact(β) � A2(β)

n2
,

and Z4(β)− Zexact(β) � A4(β)

n4
, (5.A.12)

with some parameters A2 and A4. The data of the energies (Fig. 5.13(b)) show the same
behaviour.

In every case, the correction to Z4 in (5.A.12) is less than to Z2 for n ≥ 1. From this
point of view, the fourth-order decomposition S4 is more advantageous than the second-
order decomposition S2 in order to calculate physical quantities in this temperature
region.

At lower temperatures, however, it occurs for small Trotter numbers that

|Z2(β)− Zexact(β)| < |Z4(β)− Zexact(β)| ; (5.A.13)

see Fig. 5.14 in the Ising-like case.
It is observed in most cases that the relation |Z2 − Zexact| > |Z4 − Zexact| is satisfied

only for β/n ≤ 1/4 (In some cases, for β/n ≤ 1/8, or β/n ≤ 1/2). It is the situation
as expected, because the correction term to the approximant S4 is of higher order with
respect to β than that to S2; see (5.A.5) and (5.A.7).

It is supposed that the approximant S4 is more advantageous than S2 is, when the
criterion [Suzuki 90, Suzuki 91]

O

(
β5

n44

)
� O

(
β3

n22

)
with n2 = 5n4, or

β

n4
� 1

5
(5.A.14)

is satisfied. The above observation confirms this criterion.
In the following we discuss the temperature dependence of corrections in

high-temperature regions.
At high temperatures β/n � 1, correction terms to the density matrix e−βH under a

fixed Trotter number n can be written as follows:[
S2

(
−β

n

)]n
= e−βH +

1

n2

(
β3Q3 +O(β4)

)
+O

(
β4

n3

)
,[

S4

(
−β

n

)]n
= e−βH +

1

n4

(
β5R5 +O(β6)

)
+O

(
β6

n5

)
. (5.A.15)

It can be generally proved, however, that the traces of the lowest-order corrections
in (5.A.15) always vanish, namely Tr Q3 = Tr R5 ≡ 0; see Appendix 5.B [Hatano 91a].
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(a)

(b)

Figure 5.13 The Trotter-number dependence of corrections to (a) the partition func-
tions and (b) the energies at the temperature T = 10.0 in the Ising-like case, calculated
with the second-order decomposition (dashed lines) and the fourth-order decomposition
(solid lines) respectively. These plots confirm the behaviour shown in (5.A.12).
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(a)

(b)

Figure 5.14 The Trotter-number dependence of corrections to the partition functions of
the system at the temperatures (a) T = 1.0, (b) T = 0.25 in the Ising-like case, calculated
with the second-order decomposition (dashed lines) and the fourth-order decomposition
(solid lines) respectively. For a small Trotter-number, it occurs that |Z4 − Zexact| >
|Z2 − Zexact|.
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Figure 5.15 The inverse-temperature dependence in high-temperature regions of the
partition functions (solid lines) and the energies (dashed lines) are calculated in the
Ising-like case with the second-order decomposition (crosses) and the fourth-order de-
composition (circles) respectively. The Trotter number is fixed at n = 1024. The plots
confirm the behaviour shown in (5.A.16) and (5.A.17) respectively.

Then, as far as the partition functions are concerned, corrections come to be of higher
order by one with respect to β as follows:

Z2(β) ≡ Tr

[
S2

(
−β

n

)]n
� Zexact(β) +

B2β
4

n2
,

Z4(β) ≡ Tr

[
S4

(
−β

n

)]n
� Zexact(β) +

B4β
6

n4
, (5.A.16)

for β/n � 1, with some constants B2 and B4. This behaviour is confirmed by the
results, for example, in the Ising-like case plotted in Fig. 5.15. In high-temperature
regions, correction to the partition function is suppressed by this effect.

Since Tr (HQ3) and Tr (HR5) are generally non-vanishing, corrections to the energies
are fitted to the following functions:

E2(β)− Eexact � C2
β3

n2
, and E4(β)− Eexact � C4

β5

n4
, (5.A.17)

with some constants C2 and C4; see Fig. 5.15, for example.
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5.B Correction-term theorem concerning decompo-

sitions of exponential operators††

In this appendix we present some general results concerning the traces of the exponential
operators and their approximants. We prove that the leading correction term to the
Trotter-like approximations is traceless, and hence the correction to the trace of the
exponential operator is of higher order by one.

In order to evaluate the exponential operator of the form exH, various approxi-
mants have been introduced [Weiss 62, Wilcox 67, Suzuki 76a, Suzuki 77a, Suzuki 90,
Suzuki 91]. In particular, approximants of the following form are useful:

Q(x) ≡
q∏

j=1

exp
(
xkjAj

)
. (5.B.1)

The arguments in the following can be applied to approximants of this general form, as
well as the Suzuki-Trotter approximants.

Theorem 1 (Correction-Term Theorem) Suppose that an exponential operator exH

is decomposed to a product of exponential operators as follows:

Q(x) ≡
q∏

j=1

exp
(
xkjAj

)
= exp

(
xH+

∞∑
i=2

xiRi

)
. (5.B.2)

For arbitrary decompositions of the above type with the condition

q∑
j=1

xkjTr Aj = xTr H, (5.B.3)

all the traces of the correction terms vanish, i.e.,

Tr Ri = 0, for i = 2, 3, 4, . . . (5.B.4)

Note 1. The fractal decompositions [Suzuki 90, Suzuki 91] described in Section 5.2,

Q1(x) ≡ exAexB = exp

[
x(A+B) +

∞∑
i=2

xiRi

]
, (5.B.5)

S2(x) ≡ exA/2exBexA/2 = exp

[
x(A+B) +

∞∑
i=3

xiR′
i

]
, (5.B.6)

S4(x) ≡ S2(p2x)S2(p2x)S2((1− 4p2)x)S2(p2x)S2(p2x)

= exp

[
x(A+B) +

∞∑
i=5

xiR′′
i

]
, (5.B.7)

...

with the constant p2 defined by

4p32 + (1− 4p2)
3 = 0, or p2 = (4− 3

√
4)−1, (5.B.8)

††The content of this appendix was published in [Hatano 91a].
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satisfy the condition (5.B.3). The Zassenhaus formula [Wilcox 67, Suzuki 77c]

fm(x) ≡ exp (xA) exp (xB) exp
(
x2C2

)
exp
(
x3C3

)
· · · exp (xmCm)

= exp

x(A+B) +
∞∑

i=m+1

xiR′′′
i

 (5.B.9)

with the operators {Ck} defined recursively by

C2 ≡ 1

2!

∂2

∂x2

[
e−xBe−xAex(A+B)

]∣∣∣∣∣
x=0

=
1

2
[B,A],

C3 ≡ 1

3!

∂3

∂x3

[
e−x2C2e−xBe−xAex(A+B)

]∣∣∣∣∣
x=0

=
1

3
[C2, A+ 2B], . . . , (5.B.10)

also satisfies the condition (5.B.3), since the traces of the commutation relations (5.B.10)
vanish.
Note 2. As for the decomposition (5.B.5), the statement of this theorem is easily
checked by the Baker-Campbell-Hausdorff formula [Weiss 62, Wilcox 67, Suzuki 77a],
which takes the following form

exAexB = exp

[
x(A+B) +

∞∑
i=2

xiRi

]
(5.B.11)

with

R2 ≡ 1

2
[A,B], R3 ≡ 1

6
[R2, B − A], R4 ≡ 1

12
[[R2, A], B], . . . , (5.B.12)

since the traces of the commutation relations (5.B.12) vanish.
Note 3. If the decomposition Q(x) satisfies the relation

Q(x)Q(−x) = Q(−x)Q(x) = I, (5.B.13)

where I denotes the identity-operator, (e.g., the decompositions (5.B.6) and (5.B.7)),
then all the correction terms of the even orders are the zero-operator, as well as the
traces of them vanish, i.e.,

Ri = O, for i = 2, 4, 6, . . . (5.B.14)

Direct substitution of (5.B.2) to (5.B.13) gives (5.B.14).
Proof. The following lemma is used.

Lemma 1 For diagonalizable operators A and B, the following relation holds:

Tr logAB = Tr logA+ Tr logB. (5.B.15)

Proof of Lemma 1. This formula is essentially nothing but the decoupling of the deter-
minant:

Tr logAB = log det(AB)

= log(detA · detB) = log detA+ log detB

= Tr logA+ Tr logB. (5.B.16)
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Application of Lemma 1 yields

Tr logQ(x) = Tr log
q∏

j=1

exp
(
xkjAj

)

=
q∑

j=1

Tr log exp
(
xkjAj

)
=

q∑
j=1

xkjTr Aj

(5.B.3)
= xTr H. (5.B.17)

On the other hand, the right-hand side of (5.B.2) gives

Tr logQ(x) = Tr

(
xH+

∞∑
i=2

xiRi

)
. (5.B.18)

Owing to (5.B.17) and (5.B.18), the following relation holds for an arbitrary real number
x: ∞∑

i=2

xiTr Ri = 0. (5.B.19)

This yields the statement (5.B.4).

Corollary 2 Suppose that an m-th order approximant Qm(x) defined by

exH = Qm(x)− xm+1Tm+1 +O(xm+2), m ≥ 1 (5.B.20)

satisfies the condition (5.B.3). Then the trace of the lowest-order correction vanishes,
i.e.,

Tr Tm+1 = 0. (5.B.21)

Note. The correction term of the order of xm+2 in (5.B.20) is

−xm+2

2
{H, Tm+1}, (5.B.22)

which yields
Tr exH = Tr Qm(x)− xm+2Tr HTm+1 +O(xm+3). (5.B.23)

The term Tr HTm+1 is generally non-vanishing, except the case [Suzuki 85d, Fye 86] of
the decomposition (5.B.5), in which

Tr HT2 =
1

2
Tr (A+B)[A,B] = 0. (5.B.24)

Proof. The following lemma is used, which is almost self-evident.

Lemma 2 Suppose the correction to an approximant is of the order of xm+1 for m ≥ 1
as follows:

Qm(x) = exH + xm+1Tm+1 +O(xm+2). (5.B.25)

When these corrections are rewritten as

Qm(x) = exp

[
xH +

∞∑
i=2

xqRi

]
, (5.B.26)

then the lowest-order corrections in the exponent {Ri} is the same as that of (5.B.25),
i.e.,

R2 = R3 = · · · = Rm = O, Rm+1 = Tm+1. (5.B.27)
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Lemma 2 together with Theorem 1 yields

Tr Tm+1 = Tr Rm+1 = 0. (5.B.28)

Corollary 3 We consider the following Suzuki-Trotter approximation [Suzuki 76a,
Suzuki 77c] to the density matrix e−βH with the approximant Qm(x) (correct up to the
order of xm) as follows:

e−βH =

[
Qm

(
−β

n

)]n
− βm+1

nm
Tm+1 +O

(
βm+2

nm

)
. (5.B.29)

Then, the correction of the order of βm+1 to the partition function Z ≡ Tr e−βH vanishes,
i.e.,

Tr Tm+1 = 0. (5.B.30)

Note. The lowest-order correction with respect to β is as follows [Hatano 91b]:

Z ≡ Tr e−βH = Tr

[
Qm

(
−β

n

)]n
− βm+2

nm
Tr HTm+1 +O(βm+3). (5.B.31)

Proof. The approximant, such as

Qm(x) = exH + xm+1Tm+1 +O(xm+2) = exp
(
xH+ xm+1Tm+1 +O(xm+2)

)
(5.B.32)

gives

Qm

(
−β

n

)
= exp

−β

n
H +

(
β

n

)m+1

Tm+1 +O

(β

n

)m+2
 , (5.B.33)

or [
Qm

(
−β

n

)]n
= exp

[
−βH +

βm+1

nm
Tm+1 +O

(
βm+2

nm+1

)]

= e−βH +
βm+1

nm
Tm+1 +O

(
βm+2

nm

)
. (5.B.34)

Corollary 2 gives Tr Tm+1 = 0, or (5.B.30).

5.C Measurement formula in the world-line

approach

In this section we present some formulae for measurement of physical quantities with
Monte Carlo simulations to supplement Section 5.3. Here we concentrate on the model
(5.3.1) and the decomposition (5.3.4)-(5.3.6) again.

A physical quantity is measured in the following way. When we perform a Monte
Carlo simulation with the importance-sampling method according to the Boltzmann
weight W , we obtain the thermal average of a quantity f in the form∑

{σ} Q{σ}W{σ}∑
{σ} W{σ} = 〈Q〉MCS . (5.C.1)
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Here 〈f〉MCS denotes the average over the Monte Carlo steps. The problem here is how
to express the quantum-statistical average

〈Q〉q ≡ 1

Zq

∑
{σ}0

〈
{σ}0

∣∣∣Qe−βH
∣∣∣ {σ}0〉 (5.C.2)

in the form (5.C.1). Following the same procedure as in (5.3.8), we have

〈Q〉q � 〈Q〉n ≡ 1

Zn

∑
{σ}

〈
{σ}0

∣∣∣Q (e−βA/ne−βB/n
)n∣∣∣ {σ}0〉 (5.C.3)

=
1

Zn

∑
{σ}

〈
{σ}0

∣∣∣Qe−βA/n
∣∣∣ {σ}1〉 〈{σ}1 ∣∣∣e−βB/n

∣∣∣ {σ}2〉

· · ·
〈
{σ}2n−1

∣∣∣e−βB/n
∣∣∣ {σ}0〉 . (5.C.4)

The following three cases are possible.
Case I: The operator Q is diagonal in the present representation, {|{σ}l〉}. For the

present model the z component of the magnetization 〈∑i σ
z
i 〉 and the direct correlation

〈σz
i σ

z
j 〉 are the quantities of this kind. In this case we write (5.C.4) in terms of (5.3.18)

as

〈Q〉n =
1

Zn

∑
{σ}

Q̃({σ}0)W{σ} =
〈
Q̃({σ}0)

〉
MCS

, (5.C.5)

where

Q̃({σ}0) ≡ 〈{σ}0 |Q| {σ}0〉 . (5.C.6)

The measurement of Q̃ in simulations thus yields an approximant of 〈Q〉q.
Moreover, the following formula is more practical than (5.C.5) when we perform

Monte Carlo simulations. We can modify (5.C.3) as follows:

〈Q〉n ≡ 1

Zn

∑
{σ}

〈{σ}0|Q
(
e−βA/ne−βB/n

)n
|{σ}0〉

=
1

Zn

∑
{σ}

〈{σ}0|
(
e−βA/ne−βB/n

)k
Q
(
e−βA/ne−βB/n

)n−k
|{σ}0〉 (5.C.7)

� 1

Zn

∑
{σ}

〈{σ}0|
(
e−βA/ne−βB/n

)k
e−βA/nQe−βB/n

×
(
e−βA/ne−βB/n

)n−k−1
|{σ}0〉 (5.C.8)

for k = 0, 1, . . . , n − 1. Applying the same transformation as in (5.C.4) to (5.C.7) and
(5.C.8), we have

〈Q〉n =
1

2n

2n−1∑
l=0

〈
Q̃({σ}l)

〉
MCS

. (5.C.9)

The number of Monte Carlo samples here is greater than in (5.C.5), and hence we can
expect improvement of statistical errors.
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The total magnetization

M ≡
N∑

i=0

σz
i (5.C.10)

is given by

〈M〉n =
1

2n

〈
M̃
〉
MCS

, (5.C.11)

where

M̃ ≡
N∑

i=0

2n−1∑
l=0

σi,l. (5.C.12)

The longitudinal direct correlation is given by

〈
σz

i σ
z
j

〉
n
=

1

2n

2n−1∑
l=0

〈σi,lσj,l〉MCS . (5.C.13)

Case II: A matrix element of the operator Qe−βA/n vanishes when the corresponding
element of the operator e−βA/n vanishes, namely,〈

{σ}0
∣∣∣Qe−βA/n

∣∣∣ {σ}1〉 = 0 if
〈
{σ}0

∣∣∣e−βA/n
∣∣∣ {σ}1〉 = 0. (5.C.14)

The nearest-neighbor correlation 〈σi · σi+1〉 is the quantity of this kind, provided i is an
even number. In this case we write (5.C.3) in the form [Suzuki 77b, Hirsch 82]

〈Q〉n =
1

Zn

∑
{σ}

Q̃({σ}0, {σ}1)W{σ} =
〈
Q̃({σ}0, {σ}1)

〉
MCS

(5.C.15)

with

Q̃({σ}0, {σ}1) ≡

〈
{σ}0

∣∣∣Qe−βA/n
∣∣∣ {σ}1〉

〈{σ}0 |e−βA/n| {σ}1〉
. (5.C.16)

When we utilize the modification (5.C.7) and (5.C.8) again, we have

〈Q〉n =
1

n

n−1∑
l=0

〈
Q̃′({σ}2l, {σ}2l+1)

〉
MCS

(5.C.17)

with

Q̃′({σ}l, {σ}l+1) ≡
1

2

〈
{σ}0

∣∣∣(Qe−βA/n + e−βA/nQ
)∣∣∣ {σ}1〉〈

{σ}0
∣∣∣e−βA/n

∣∣∣ {σ}1〉 . (5.C.18)

The nearest-neighbor correlation 〈σi · σi+1〉, with i being an odd number, satisfies
the condition (5.C.14) when we replace A by B. In this case the reformulation is trivial,
namely,

〈Q〉n =
〈
Q̃({σ}1, {σ}2)

〉
MCS

(5.C.19)

with

Q̃({σ}1, {σ}2) ≡

〈
{σ}1

∣∣∣Qe−βB/n
∣∣∣ {σ}2〉

〈{σ}1 |e−βB/n| {σ}2〉
. (5.C.20)

We can modify this formula as in (5.C.17)-(5.C.18).
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Measurement of the internal energy of (5.3.1) is thereby possible; the part A of (5.3.6)
can be measured with (5.C.15) (or (5.C.17)) while the part B with (5.C.19). Thus we
have [Suzuki 77b]

E ≡ 〈H〉q � 〈H〉n =
1

n

∑
i,l

〈
H̃(i, l)

〉
MCS

, (5.C.21)

where

H̃(i, l) ≡ −〈σi,l, σi+1,l |σ̂i · σ̂i+1 exp(βσ̂i · σ̂i+1/n)|σi,l+1, σi+1,l+1〉
〈σi,l, σi+1,l |exp(βσ̂i · σ̂i+1/n)|σi,l+1, σi+1,l+1〉

= −


1

b′ c′

c′ b′

1

 (5.C.22)

with
b′ ≡ −1 + 2 tanh(2β/n) and c′ ≡ −1 + 2 coth(2β/n). (5.C.23)

The summation in (5.C.21) runs over all the Nn four-body interactions: i = 0, 1, . . . , N
and l = 0, 1, . . . , 2n − 1 with i+ l =even.
Case III: Otherwise. For example, the correlation

〈
σx

i σ
x
j

〉
of the model (5.3.1) with

|i − j| ≥ 2. Since (5.C.16) is not well defined in this case, we have to devise some
other formulations to measure the quantities. Measurement of some quantities becomes
possible only after a further modification which results in increase of the computational
time [Hirsch 82].

A response function is given by summation of canonical correlations. Unlike the three
cases above, Kubo’s canonical correlation

〈Q;R〉q ≡ 1

β

∫ β

0

〈
Qe−τHRe−(β−τ)H〉 dτ. (5.C.24)

does not take the form (5.C.2); it is necessary to devise another formula. We utilize the
approximant

〈Q;R〉q � 1

nZn

n−1∑
k=0

∑
{σ}0

〈{σ}0|Q
(
e−βA/ne−βB/n

)k
R
(
e−βA/ne−βB/n

)n−k
|{σ}0〉 . (5.C.25)

When Q and R are diagonal operators, we have

〈Q;R〉n =
1

n

n−1∑
l=0

〈
Q̃({σ}0)R̃({σ}2l)

〉
MCS

=
1

4n2

2n−1∑
k=0

2n−1∑
l=0

〈
Q̃({σ}k)R̃({σ}l)

〉
MCS

. (5.C.26)

When Q and R are not diagonal but satisfy (5.C.14), the formula is more complicated
than above:

〈Q;R〉n =
1

n

(
Q̃R({σ}0, {σ}1) +

n−1∑
l=1

〈
Q̃({σ}0, {σ}1)R̃({σ}2l, {σ}2l+1)

〉
MCS

)



102 Chapter 5. Quantum Monte Carlo and Related Methods

=
1

n2

(
n−1∑
l=0

Q̃R({σ}2l, {σ}2l+1)

+
n−1∑
k=0

n−1∑
l=0

k �=l

〈
Q̃({σ}2k, {σ}2k+1)R̃({σ}2l, {σ}2l+1)

〉
MCS

 , (5.C.27)

where

Q̃R({σ}0, {σ}1) ≡

〈
{σ}0

∣∣∣QRe−βA/n
∣∣∣ {σ}1〉

〈{σ}0 |e−βA/n| {σ}1〉
. (5.C.28)

Here Q̃R is necessary unlike the case (5.C.26); we have to distinguish Q̃R from Q̃R̃.

The susceptibility with respect to the magnetic field along the z axis

χ ≡ β

Nβ

∂2 logZq(H)

∂H2
=

1

N

∑
i,j

(〈
σz

i ; σ
z
j

〉
q
− 〈σz

i 〉q
〈
σz

j

〉
q

)
. (5.C.29)

is obtained from (5.C.26) in the form [Suzuki 77b]

χ � β

4n2N

(〈
M̃2
〉
MCS

−
〈
M̃
〉2
MCS

)
, (5.C.30)

where M̃ is defined by (5.C.12).

Since the Hamiltonian is not a diagonal operator, a formula for the specific heat

C ≡ 1

N

∂E

∂T
= −β2

N

∂E

∂β
(5.C.31)

is more complicated than the one for the susceptibility. The formula (5.C.27) yields
[Suzuki 77b]

C � β2

n2N


〈(∑

i,l

H̃
)2〉

MCS

−
〈∑

i,l

H̃
〉2
MCS

+

〈∑
i,l

(
H̃2 − H̃2

)〉
MCS

 . (5.C.32)

Here H̃ is given by (5.C.22), while H̃2 is defined by (5.C.28), or

H̃2(i, l) ≡

〈
σi,l, σi+1,l

∣∣∣(σ̂i · σ̂i+1)
2 exp(βσ̂i · σ̂i+1/n)

∣∣∣σi,l+1, σi+1,l+1

〉
〈σi,l, σi+1,l |exp(βσ̂i · σ̂i+1/n)|σi,l+1, σi+1,l+1〉

=


1

b′′ c′′

c′′ b′′

1

 (5.C.33)

with

b′′ ≡ 5− 4 tanh(2β/n) and c′′ ≡ 5− 4 coth(2β/n). (5.C.34)

Note that the third term in (5.C.32) is necessary unlike the case of (5.C.30).
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5.D Negative-sign problem in the auxiliary-field

approach

In this appendix we discuss a case where the negative-sign problem of the auxiliary-field
approach disappears.

First, we prove that the weight W↑W↓ in (5.7.8) is non-negative for all the auxiliary-
field configurations {s}, provided that µ = 0 and the lattice is bipartite [Hirsch 83c,
Hirsch 85a]. We introduce particle-hole transformation as follows:

diσ ≡ c†i−σ and d†iσ ≡ ci−σ for i ∈ sublattice A,

diσ ≡ −c†i−σ and d†iσ ≡ −ci−σ for i ∈ sublattice B.
(5.D.1)

Since this is a unitary transformation, the integration measure of the trace operation
Tr does not change. In terms of the hole operators d, the kinetic energy (5.7.3) is
transformed to

Kσ ≡ −t
∑
〈i,j〉

(
c†iσcjσ + c†jσciσ

)
= −t

∑
〈i,j〉

(
d†i−σdj−σ + d†j−σdi−σ

)
= K−σ. (5.D.2)

Since the number operator is changed into

niσ = c†iσciσ = diσd
†
iσ = 1− d†i−σdi−σ, (5.D.3)

the potential energy (5.7.10) with µ = 0 is transformed to

−βṼσ/n =
∑
i

2aσsilniσ =
∑
i

2a(−σ)sil(d
†
i−σdi−σ − 1)

= −βṼ−σ/n+ 2aσ
∑
i

sil. (5.D.4)

The weight (5.7.9) is thereby transformed to

Wσ = W−σe
2aσh, (5.D.5)

where
h ≡

∑
i,l

sil. (5.D.6)

Therefore the product of the weights is non-negative:

W↑W↓ = (W↓)
2 e2aσh ≥ 0. (5.D.7)

Next, we show that the case µ = 0 corresponds to the half-filled band. Besides
the number operator is transformed in the form (5.D.3), the Boltzmann weight has the
particle-hole symmetry (5.D.5) in the case µ = 0. Therefore, concerning the average of
the number operator, the following equality holds:

〈niσ〉 = 1−
〈
d†i−σdi−σ

〉
= 1− 〈ni−σ〉 . (5.D.8)

In addition the model has the inversion symmetry 〈niσ〉 = 〈ni−σ〉. Thereby we have

〈niσ〉 = 〈ni−σ〉 =
1

2
for µ = 0, (5.D.9)
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or the electrons fill half of the conduction band.
In the half-filled-band case the Hubbard model becomes the antiferromagnetic Heisen-

berg model in the limit U → ∞ [Cleveland 76]. The disappearance of the negative-sign
problem in the present case coincides with the fact that, in the case of the antiferromag-
netic Heisenberg model on a bipartite lattice, the negative-sign problem does not appear
even in the world-line approach (see the argument below (5.4.6)). Even if we treat the
model by the auxiliary-field approach, the problem remains in the case of a frustrated
lattice.

5.E Equalities used in the auxiliary-field approach

In this appendix we prove several equalities used in the formulation of the auxiliary-field
approach, namely, (5.7.13), (5.7.15), (5.7.19) [Blankenbecler 81, Hirsch 85a, De Raedt 92],
and (5.8.24) [Imada 89]. A measurement formula for the Matsubara Green’s function is
also shown. [Blankenbecler 81, Hirsch 85a].

First, we prove the operator identity

exp(c†iBijcj) exp(c
†
iAijcj) = exp(c†iLijcj), (5.E.1)

where L is defined by

eBeA = eL. (5.E.2)

Summation over repeated indices is assumed here.
Let us operate the operator

exp(c†iAijcj) (5.E.3)

to a one-particle state

|ψ〉 ≡
∑
k

Fk |k〉 , (5.E.4)

where

|k〉 ≡ c†k |0〉 (5.E.5)

with |0〉 denoting the vacuum state. We define a N ×N unitary matrix P to diagonalize
the matrix A:

P
†
AP = D ≡


λ1

λ2
. . .

λN

 . (5.E.6)

Using this matrix we define a unitary transformation of fermion operators:

aµ ≡ P
†
µici and a†µ ≡ c†iP iµ. (5.E.7)

Then the operator (5.E.3) is rewritten in the form

exp(c†iAijcj) = exp

 N∑
µ=1

λµa
†
µaµ

 =
N∏

µ=1

exp
(
λµa

†
µaµ

)
. (5.E.8)
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The state (5.E.4), on the other hand, is rewritten in the form

|ψ〉 =
∑
k,ν

P
†
νkFk |ν〉〉 , (5.E.9)

where

|ν〉〉 ≡ a†ν |0〉 . (5.E.10)

Operation of (5.E.8) to (5.E.9) yields

exp(c†iAijcj) |ψ〉 =
∑
k,ν

eλνP
†
νkFk |ν〉 . (5.E.11)

When we go back to the c-operator representation, we have

exp(c†iAijcj) |ψ〉 =
∑
k,l,ν

P lνe
λνP

†
νkFk |l〉 =

∑
k,l

(
eA
)
lk
Fk |l〉 . (5.E.12)

When we apply the other operator exp(c†iBijcj) successively to the state (5.E.12),
calculation goes in the same way, and hence

exp(c†iBijcj) exp(c
†
iAijcj) |ψ〉 =

∑
k,g

(
eL
)
gk

Fk |g〉 . (5.E.13)

with (
eL
)
gk
=
∑
l

(
eB
)
gl

(
eA
)
lk
. (5.E.14)

The argument above can be extended to cases of many-particle states,∑
i1,i2,...

F (i1, i2, . . .) |i1, i2, · · ·〉 . (5.E.15)

Thus we have the operator identity (5.E.1). Successive applications of (5.E.1) give
(5.7.13).

The direct product of one-particle states, in particular, can be treated easily. When
we apply the operator exp(c†iAijcj) to the state

|ψ〉 ≡
M⊗

m=1

(
N∑

k=1

Fkm |k〉
)
, (5.E.16)

the result is

exp(c†iAijcj) |ψ〉 =
M⊗

m=1

∑
k,l

(
eA
)
lk
Fkm |l〉

 . (5.E.17)

This manipulation can be expressed by the multiplication of the N × N matrix eA and
the N × M matrix F . This gives (5.8.24).

Next, we prove the equality

Tr exp(c†iAijcj) = det
[
I + eA

]
. (5.E.18)
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This is directly derived from (5.E.8). Since the unitary transformation (5.E.7) does not
change the integration measure of the trace operation Tr , the left-hand side of (5.E.18)
is transformed as

Tr exp(c†iAijcj) =
N∏

µ=1

Tr exp
(
λµa

†
µaµ

)
=

N∏
µ=1

(
1 + eλµ

)
= det

[
I + eD

]
. (5.E.19)

Substituting the equality eD = P
†
eAP to (5.E.19), we have (5.E.18), or (5.7.15).

Derivation of the equality

Gkl ≡
Tr ckc

†
l exp(c

†
iAijcj)

Tr exp(c†iAijcj)
=
(
I + eA

)−1
kl

(5.E.20)

is similar to (5.E.19), that is,

Tr ckc
†
l exp(c

†
iAijcj)

Tr exp(c†iAijcj)
=
∑
ν,η

P kνδνηP
†
ηl

Tr aνa
†
νe

λνa†νaν
∏

µ( �=ν) exp
(
λµa

†
µaµ

)
∏

µ Tr exp
(
λµa

†
µaµ

)
=
∑
ν

P kν

(
1 + eλν

)−1
P

†
νl =

(
I + eA

)−1
kl

. (5.E.21)

This result gives (5.7.19).
A measurement formula for the Matsubara Green’s function follows from the equality

Tr ck exp(c
†
iBijcj)c

†
m exp(−c†iBijcj) exp(c

†
iAijcj)

Tr exp(c†iAijcj)
=
((

I + eA
)−1

eB
)

km
. (5.E.22)

Substitution of the equality

exp(c†iBijcj)c
†
m exp(−c†iBijcj) =

∑
l

c†l
(
eB
)
lm

(5.E.23)

combined with (5.E.20) yields (5.E.22). The proof of (5.E.23) is quite similar to the
procedure (5.E.3)-(5.E.12).

The Matsubara Green’s function 〈ck(τ)c†l 〉q, where

ck(τ) ≡ eτHcke
−τH, (5.E.24)

is given by measurement of [Blankenbecler 81, Hirsch 85a]

Gkl ≡
1

W
Tr cke

c†i H
′
ijcjc†l e

−c†i H
′
ijcjec

†
iHijcj , (5.E.25)

where H
′
is defined by

m∏
l=1

(
eKeV

)
= eH

′
(5.E.26)

with m = τ/β. Using (5.E.22) we have the formula

G =
(
I + eH

)−1
eH

′
= GeH

′
. (5.E.27)
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Padé approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Particle-hole symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Particle-hole transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Perron-Frobenius theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8, 21, 68
Positive-weight Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34-36, 43
Positive-weight system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31-35, 39-40
Power method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7, 67, 78
Prior knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Projector Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16, 78

Quantum Hall effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Quantum Monte Carlo method . . . . . . . 2, 5, 15, 19, 27, 30-31, 34, 39, 47, 54, 58, 74, 91
Quantum antiferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Quantum ferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Quantum limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57, 83
Quantum transfer-matrix method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58, 63

Ratio correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62-63
Rayleigh quotient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7-8, 67-68
Real-space decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Real-space transfer-matrix method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Real-time Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85-86
Response function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Retarded Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Reweighting method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2, 27, 30, 34-36, 39, 58, 62-63

Saddle-point approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70



128 Subject Index

Second-largest eigenvalue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66, 68
Second-order decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39, 53, 90-92
Shannon entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
Simple sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47, 83
Six-vertex model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Spectral density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86-87
Spin liquid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Spin representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31, 34, 42, 84
Staggered correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Staggered magnetization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Statistical error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
Stochastic matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79-80
Stratonovich-Hubbard transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16, 34, 69, 77
String correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18-19
String order parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18-19, 24
Superconductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Suzuki-Trotter decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 5, 20, 29, 39, 47, 49-50, 54-55,

. . . . . . . . . . . . . . . . . . . . . . . . . 63, 67, 69, 77, 83, 89-90, 94, 98
Suzuki-Trotter Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Suzuki-Trotter transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2, 19, 22, 24, 31, 35
Sx representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43, 45
Symmetrization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Sz representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43, 45

t-J model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74, 88
Thermal Bethe-ansatz method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Thermofield quantum Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Tight-binding electron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Transfer-matrix method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49, 64, 89
Triangular antiferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Triangular lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39, 42, 62, 89
Trotter direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Trotter extrapolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Trotter number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7, 50, 57, 67, 75, 83, 90-91

Valence-bond-solid state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17-18
Virtual-space transfer matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Virtual-space transfer-matrix method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5, 64-66

Wick’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
World line . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57, 70
World-line Monte Carlo method . . . . . . . . . . . 15-16, 19, 29, 49, 58, 60, 73-75, 80, 83, 104

XXZ model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
XY model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
XY phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18



Subject Index 129

XY Z model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Zassenhaus formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96


